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An sutomat may be rzﬁérded as an operating simulator of a

system 1nteractin§ with the environment and, consequently, as
s simulator of a discrete control process. The study and solu-
tion of the problex of simulating & real system is a complex
grocess, which involvess the selection of essential character-

stics of the system and its interaction with the environment;
the approximate description of the system by means of the
totality of characteristic features, either algorithm, or
structure; the analysis of the obtained information and its
transformation into an optimum eystem of logical functions;
the synthesis of a real automat using a certain system of
physical components, executing logical functions.

Another alternate approach of the prqQblem is the simula-
tion of a real system (or control rocess) in the form of &
process in an automat with a preset structure, endowed with
many degrees of freedom.

In this case, it is desirable that the amalysis of the
system data be reduced to & certain optimum algorithm and
d{snenber it into independent blocks executed in the automat
by means of logical circuits or a program.

The develog?ent of digitel computer logics and the employ-
ment of the machine for handling the information belong to
problems of this kind.

The solution of the problem of analysis and synthesis cf
automata may be performed on the basis o different formal
descriptions.

The present pager deals with three alternate approaches
to this problems ~the calculation of logical functions of
time, the analytical medium for the presentation of recursive
func{ions and the operator representation of the process in
the sutomat.

Para.l. AUTOMATA AND LOGICAL FUNCTIONS OF TIME

As an analytical medium for the presentation and analysis
of logical features we use the calculus of logical time
functions (1), pressupposing that the processes of data con-
yersion occur discretly in time while their description is
related to the current moment, the origin.

From here takes its source the method of the process
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grehietory description, expressed in terms of time delays. To
be zero operations on two—xahsed variables is added the
operation of time shift ( "% ) and relation of logical in-
equality ( X<y, T<y ),

In relation to any formula, built-up of two-valued vari-
ables by means of introduced operations, the time shift
responds to the distribution law.

Over words of equal length, composed of two-valued varji-
ables are ntro_ducied interdigit operations of negation ( X %
crossover ( X71Y conjunction (X¢¥Y ) and time shift
(D*X ). Besides, the operation is used for cycle shift of
the word over a pseset mmber of digits to_the left, cor to
be right ( 2°X ") and of the relation of logical inequality

Xs¥ X<y )e In relation to any formulas, built up
of words of equal length by meeans of introduced operations,
1t)‘::?;itilm shift and cycle shift respond to the law of distri-

on.

For chare.cterizing the common feetures of the word
components, are used the operations of conjugction and dis-
conjunction convolution of the word ( L”X,"L"X ).

The time function £/ ( X ) from 7 two-valued argu-
ments Z,,....,4np  composing the word X , may be generatfed
%nto ghe nornalfd%gcon unct%on formdalxéd exprggsed in operator

means o e gensrating wor with a length of
29’!.: a{:cording to theggefini%li)gn ' e
2?1

FOPR1BX)~V [LBAL (] 1X)]

Bach formula ("the original®™) / (Z,4--) on two-yalued
variables may be compared to the formuls ("mge"g Fr z,{’,z;..)
on words of equal length; The structure of this formula is
the same as that of the originmal, but instead of the time
shift operations it contains word cycle shift operations. It
may be demonstrated that for any function £ over time

nomials from X , not containing time shifts, the
isiribution law ie in force.

FIRBX),..,R B X)~RTF (B, ... B ) X]
Thus, to a great extent the transformation of functions from

two-valued variables, may be reduced to the transformations
of the gensrating words of their normal polynomials.,

Approved For Release 2009/04/30 : CIA-RDP80T00246A007100050002-6




Approved For Release 2009/04/30 : CIA-RDP80T00246A007100050002-6
-J~

At the description and analysis of the features of
discrete processes, the logical functions are often formed
in an implicit form of logical time equations, of the kind

F(2)=R(B Z2)~Co

where the components of the word £ are two-valued vari-
ables X1 .-y olx and their time shifts Jxg,..., 27« ..
a Co is the logical constant (zero). ’

Such an equation in implicit form defines in the
neral case the family of logical functions in explicit

orm
0(I~/W/,Zi/~/?vfﬁ,—,if/ Tt .., K

e
where Z; do? not contain Z«; . The ge?eral method
of solution  / 2/ of time logical equations (the reduc-
tion method) leads to a set of ine% ities for the genera=-
ting words of the 5; polynomials of the funct ions togge
determined

k/iSﬁﬁs 7o) Jr=4..., K

where A7 and M7 are functions of 5 and of the
adopted order of variable reduction. Defending upon the
degree of redundancy of the initial equation and of the
order of variable reduction, the limits of admissible
values for each B8; may be more or less narrow. Thus, for
each garticular sofution is defined the character of the
variables and the degree of their dependence from the
other varisbles. 1In all cases, when solving the equation,
we obtain a set of functions corresponding corractly
organized logical nets.

Let us consider the methods of possible mappings
between sets of time logical functions and sets of
reocursive funct ions.

Take, for instance, a set of time logical functions

yeo-r Zn from two-valued variables Zi,---, Im
Let, for each two-valued variable, the " & " numerical
value be N(¢)=0o0r / ; besides, we determine for
elementary operations

Nla)= £-N(v), N unv )= W) Nv), No*v)=0"N/u)
Attributing to the words

m 4
X=[z ad Z=/
= i/
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concrete':eighting position functions
NXJ=E fuld) Mz ), MZ)=Y £ 1) Viz,)

we obtain the mapping of the set of time logical functions
in the form of a spicial set of recursive functions defi?ing
the mumber Y ( Z as the function of the mumber ~ ( X )

and s?le grecedent values of the mumbers /Y ( X ) and
N CZ )

In this manner may be formed many different numerical
interpretations of the given set of logical functions.

The mapping of & given set of recursive functions on a
certain special set of logical functions also allows to
obtain many solutione depending on ihe adopted arithmetic
system, the limits of modificalion of numerical parameters
and the anxililrg tiwe conditions set for the formation of
new parameter and function values.

No general method of transfer from the numerical
recursive function to logical functions, has apparently yet
been developed.

However, in many cases it is possible to specialize
the record of a preset algorithm in recursive form so that
only a standard set of recursive functions-components is
used, to which a set of standard time logicel functions
corresponds. In these cases, the logical function and the
circuit for the execution of the given algorithm may be
easily formed.

A3 known, this method of approach to the problem is
used in designing of machines for informetion processing.

Bow let us consider the conception of the automat and
describe it by means of logical functions of time.

Take a square é; -dimensioned matrix /2. / with
components which are” the time polynomials of a predetermined
set of extermal arﬁunents bﬁ,“.,ai» « The matrix is called
true, when each filled column possesses the feature that any
column element is a complement to the sum of the rest of the
elements with respect to 1.

We employ the true matrin /L., / for defining the
finite autgna with a LI %‘atateé/ ) Y égégging
that the current value of the matirix element” ’x;, , determ-
ines the tramsition from the state ¢; to the Stale ¢
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wita a time delay equal to one unit, according to the
equation: g
g~ VDY 02y ] iy

If at a certain moment onl{ one of the variables Y,,.-- Y«
was equal to 1, this feslure remains unchanged ai any
subsequent morent. Thie means that in the mentioned condi-
tions the set of states is full, and the states themselves

are incompatible in pairs; such an automat possesges the
properties of single-value and contimuity of transfers.

The output functions of the automal Z,..., £p should
ve, naturally, defined as polynomizls of the current values
of the state; in view of the incompatibility of these
states in pairs, these functions are reduced to some dis-
junctions of the variables 4,...,4,.

The aim of the described conception ¢f the automat is
20 isolate from the autom%t structure, the primitive
containing no feed backs’) functions of external argumentis.

1f the automat{ is deterwined by a transition mairix,
its logical structure is directly determined by the afore-
indica%ed set of time logical equations and an adeguate
correctly organized logical net. The solution of the
reverse prob%em of d631gnin% a matrix of automat transitions
for a predetermined set of time logical fumctioms, involves
the substitution of variables, the solution in relation to
new variables of generalized e?uation in implicit form and
the subsequent delermination of the maetrix elements. Various
alternative solutions of the generalized equation lead to
different automata which are equivalent in that the same set
of output functions corresponds to them.

Fron each given automit may be formed many equivalent
automate either by splitting some states, or by duplicating
the group of coupled astates (cells). The inverse process
consists in the compression of the automat siructure by
bringing together ssparate states or cells, on condition
that the output function is ccnserved. This results in a
certain minimum structure of the automat / 3 /.

It may be anticipated that the further development of
the methods of equivalent transformation of automata struc-
turee will be one of the efficient methods of agproach to
the analysis and synthesis of classes of automata endowed
with certain particular features.
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Para.?. AUTOMATA AND RECURSIVE :UNCTIONS

Let us consider the description of the automat as a
device for the realization of a set of recursive functions.
Such & description is especially convenient for automata
realizing computing algorithms. We assume that the automat
comprises a set of digit registers (celladioX) o - o) X
eacﬁ of which, at & given step of operation, containps a
cortain number designated further as /oc“/ or [/, and
where 7 - is the pumber of the step, The state of the
automat is determined by the set of rumbers/x’/ [x2) ., k7]

e mrd 4
We shall assume thet part of the registersx , ,...&
are input registers, 1.e., are such the content
of which is determined by the information coming from outside.
The state of all other registers at the »-7- —step is
determined by the contents of all the registers at ihe prec-
eding /1 =-silep,

¢ v ‘ ~ M - )
[(x‘]/h‘f:/(‘: t/[cxl]n,[aiz,')/[d ‘/117"/0( ]/7)’ Tt Z(X /77 / (/}
(:=/,2).~..)/77
The set of functions J,  characterizes in full the
tomat siructure. The task of the synthesis is to design
aking as 8 basis a certain class of algorithms - an automat
with such a set of determining functions 7 which shculd
perrit to realize these algorithms / 4 /.

Let us ana
functions 3}

* for a three-address computer opersting on
the position coé

yze what does reg;esent the set of determin-
e principle.
Lat o -Ye the register storing the command to be
. executed,
X - the register storing the address of the comm-
and which will be executed in the next step, and ofj . .. o7
- the operational memory cells.

We do not deal with the input regisiers consideri
that at the initial moment all the input information eniers
into the operational memory.

During each step, there is to be modified only the
contents of the c&. ' correSpondin§ to the third address of
the command to be executed. For tThe case when the contents
of a certain cell X , is a command, we shall adopt the
following designations.
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The part of the £ cell contents, which is the code
(symbol) of the command, we shall designate by /x7°% . and
the parts /o¢/ which are the first, second and thirﬁ
addresses we shall designate by /oJ’, [o(/” and [o(;]“’
respectively. Then we iIntroduce the function S(o, &)
which is equal to zero at a @#6, and %gual to 1 at a ~&- 6
and the function § (@6 ) =/-5 (a4,6). If the executed
coomand is not a command of control transfer, the set of
relations (I) may be written as follows

[ Jru 2[[“2]”]/7 )
(o, ], =la],+7, (26)
[, =], S (x, [, ],% )
1Sl ]7) 3 DILKT, (]S (F, [0, 45 (5,667 )
Casd SIND [,]™) (2c)

We assume that the three-address command is executed

in the following manners @], , [3],) ——g where

('U/zﬁé” designates an arbitrary operation executed with
the numbérs r and during one step by the computer
arithmetic device, ahd W@ = =~ the co%e (symbol )" of the
corresponding command. In the sum (2B) only one addend
differs from zero, for which =/X,7/ and B3=/5,72,
i.e., the operation P/Z y) is executed with data
gtored at the addresses determined by the command in the
register Xo o The presence of summration in al} tk;e
palrs of cells, /X,8) according to the formuls (2B), in-
volves the necessiiy of full scamning in the memory for
selecting the re%uired cells. Let us consider the case when
an execution of the control transfer cormand is possible.

Let ue designate by @, X BI”  the command of con-
ditional transfer, which has the following meaning: if

[od > [{e] then the control is trans}erred to the follow-
ing by order command, while if /oJs / 3/ , the control is
transferred to the command in the cell y” . Similarly let us
designate the commend of unconditioma] transfer by ,(;(fa"
whica in all cases transfers the contrcl to the conmma Ly ]

At the presence of these ?%n&m%ndga the squality (2a )
a

is kept, while the aqualié;'es (2¢ )'are conplicated
in the following way. (26 is replaced by the equality

oty Jp = {106 Ty 1 J 1T, @ )E1-5ignltix - [, T 1
H{Uxfrd] SMs ]y, B)S (L0, B )
+{S(L4, 7050, Jsign (B, ], =[]+ S 1B 100 )0 ] 1 287)

7i
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In order to suitabl¥ modify the formula (2¢ ) we desig-
x(xg%e for abbreviation, the right~hand part of the equation

as (e
Then in the considered case we shall have
[l =G A1SI TS Q) -SI B L5 0P

PR, £S (605 @) ST, @)

This means that if the command /. / is a transfer command,
then the contents of all memory cells remain as before, i.e.,

[ ey =8XT,

If the machine contains group oper?t§ons and other con-
trol operations, the set of equalities (2) becomes even more
complicated. For the computi al%orithm preset in the B
ogerator form [57 it is . possible to form a set of functioms
(1) which realizes this algorithm. This representation is
convenient in that the set (I) is %irectl{ connected with the
structure of the computer (automat) and at the same time isB
of "big-block structure”. This means that the recursive
record of the automat dynamics does not take into consid-
eration, for instance, the peculiarities of the structure of
'in§%° aigit adders or the methods of multiplication acceler-
ation, while the description of the automat in terms of time
logical functions would essentially include these features,

In terms of functions #; it is possible to charact-
erize the complexitilof the al ori?hm as well as of the
sutomat realizing this algorit Recently A.P, Ershov (6)
has indicated the rslation of computing algorithms with the
recursive functions),

The complexity of the automat is characterized b¥ the
complexity of the set type (2), i.e., by the number o
registers with simultaneously changing contents, the number
of registers determiniqg the modificaiion of the contents
in each register etc. The complexiti of the algorithm is
characterized by the complexity of the automat realizing
the given algorithm during a certain mmber of steps.

If the system set of recursive relations (1) is expressed
in the form of equalities of the type (2), it is possibfe to
build ug.a set_of time logical funcijions realizing this set

of relations, It is only %o be remembered that at the trans-
fer to time logical functions it is sometimes expedient to
reduce the time scale,
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For ccmputing machines a very imﬁortant point is the
choice of an efficient structure of the control device,
ensuring & maximum capacity at the given high speed opera~-
tion of tho srithmetic circuits. With this aim in view it
is necessary tc design such circuits that may conveniently
realise complicated combinations of operations for the
conversion resetting and formation of addresges. Let us
consider the class of recursive functions (I) in which the
functions T. are combinations cf the following basic
functions:

I. Function S(x,y) determined by the equality
{at x=y
Sxy)= {
0 at X#y

2. The function sign,x and sign,X determined by
the equalities

: « {18t Xx=0 g4 x:{iat x>0
Signy X {oat X <0 &2 loat x €0

3., 'The operation of adding a unit: X+4
4, 'The operation of addition x+y  modulo 2¢
5. The operation of subiracltion X-y modulo 2°¢

6. The function TW(X,y,x) executingzthe counting by
modulo y with resetting to initial -value

IT(x,y, )+ if JT(X,y,%)#
gy | O A
X  if T(x,y¥)=y

The function JT(X,y,%)  may be exgressed by the pre=-
ceding functions, but it plays an important role in the
synthesis of tbeagrogram, and therefore we use for this
unction & special designation.

7. 'The operatisn of formation over any group of argu-
wments Pplxy%,. .., w at which the words representing tﬁg
values x,y,%,..,w  are written from left to right, thus
forming the resulting word.

Approved For Release 2009/04/30 : CIA-RDP80T00246A007100050002-6



Approved For Release 2009/04/30 : CIA-RDP80T00246A007100050002-6

We shall combirne the functions enumerated above b
substituting the argumenis by functions. At the same ¥ime
we shall admit the so-called "time transformation" accord-
ing to the following ;u%?. We assume that the set of
recursive functions %, 7%, ..., A has been determined
and another set of recursive functions has been formed
from the variable N .

! "
PN’TN )0 ?”

Then the set of the functions,

! %
o, Ko Fr

we shall designate as the set obtained by "time transform-
ation". This kind of procedure is very useful for building
additional cycles of lower degree into” the progranm.

Recursive functions originating from this class allow
to record conveniently a number of computing algorithms. As
an example may be cited the recording of an algorithm for the
soluticn of a set of linear equations

xi-g:;ta;,‘xu@; (3)
by the Seidel iteration method.
xa(s”L;iaL,xx(s”)*é Oixx;w** ¢, (4)
breaking off at the condition
max [aq(’”)-x;mk €. (5)
or S=5,

Let the addresses of the coefficients Q;, be ((~1{)N+

+t<-i*;°3 the addresses of the values in S approxima-
tion ( xX¥)=g,+i-1, and the addresses of the values
in the S+ approximation (x;**)=%¥,+i-4 , The

addresses of the free members are chosen in form of
(gl):gb-f.i"i

Now, the calculations according to the formula (4) are
ensured by the commands

(1) yy(Uv-4)+Kk-1+E, Egt K -1 Po “

(2) Ca L N
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where 8§22 , if (<K and §:1 if (2K

The verification of the conditi i
of the commands onditions (5) is made by means

(1) By E+i-1 g+i-f Pa

(2) Br, P, (€)  E,+i-4 @
and by checking whether all the values [ +L-1]
negative., Here Bu, means ordinaryfg’u’btract ion, angre

By, the formation of the difference absolute value.

Firet, let us obtain the recursive functions d in-
inf the addresses of the commands in copy ntiénla}i tg;gfm'}‘ge
gga c:u1§t wng agcz_c;.rding to the commends ?73 shall be made as
the gg uesdan(s). “pproximation are computed according to

We introduce the cells Vi, Yi,Y3,)V, f i-
able addresses in the commands ?é) ‘é.ﬁdbtheo celg tk}féex‘wfn
storing the mmber of the factor K in the sum (4), the’ ©'
number of the line i , and the number of the egecuted S
iterat ion resPectlve]i;. The addresses in ( 7§ are stored
in the cells y, and [, . The contents of these cells are
%ggx;lined as a set of recursive functions of the following

(Y lu=o(1,4,0), ‘
g;’s]hf{[fs]n’rS([ﬁ]n,N)} (1 ~5([x}h,N))+S(D}L,N),
L[;]o:i

RAWRIS ARSI T(h NN 'V}
[rl,=o.
(5], =%(6,, 5+ N ),
[Vl 27 (E,,E N n),
[H), =5 (k, B, 00 1),
[v1.=%,
0T = (CRT,SO CRI =S () NN+ S (0551, W)X
[{n],f Eu. )
[fn],,,f([&]ﬁs(hf,fl’,],l))(i-S(U's]n,N)HS(D’sh,l\r)ﬁi J

f(a)

L)
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We introduce the function [¥] whi

(i); oggggethe itergtions th:re lc:i)m nle ted, ;.rcxg ﬁgﬁgs itgetgglue !
) case. From conditi i i i i

process breaks up may be seenlt}tgg? in which the tteration

- '
Pl{1-114-39n 08+ 41, )) 390 (So- [0 D)+ 4= $gn(Se-i0c],) ()

Now, for the command executed at the moment V we can record

Lo, Ty =501y, (@0 S0, 0 B Sgn (iD= [ 1, )+ (20
Y00 (0,00 I, U Iy, Bo) S9my (051, - 0021}
5[]y, ) Pp (Ca o, Py, [V )0 )+
t+ S(["Li}\),b} Qp (B’Lb[f*]n,fn]m ]3&) +
+8([e,15,4) gop (Buy, By, (€), (0T )} (4= 191, )+ [, ]Cm.

It remine to determine the function (o, ] a
"time transf tion", - X, 1y and effect the
the condiiionsration”. The function [x.]; is determined by

(“:ngi
(oo { ([, 1o+ 1)S ([, )y, )5 (L Ty, D} (4-S (05, Jn N ) - (1)
+S(OR 1 N (Sl o 4+ (T 1y (-8 (I ]y, )}

Finally, the "time transformation" i
function determined by the conéci)%ioiix: dr?f;?l#ezdoby tho

DYyt (A-S(00 Dy NNS (.30, 204 S (L8, N) S(1,15,4) (12)

The set of relations (8), (9), (10) (11), (12)
sets tlLe frogmm of calculations acc’:ordi : t%2theﬁslel]i.gefre
mothod, These considerations form a sougg basis for the
cixiuce of the control device structure. On similar consider-
:nd onsinmay be based the choice of the memory device structure
, particular, the choice of the systen of a multista
:::ory and for the use of the memory viih successive read &
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Pare.®., AUTOMATA AND PROGRAM OPERATORS

Let us consider the finite automat A , the state of
which is characterized by the states " n " of its components
€. (=12, h) o_Let us assume that {n} is the set of
all integers from I to nn + Let us consider the states
at a certain moment of time, as an aggregate of values of a
certain function ¥ on a set of {n} ; Thus it can be sa:.d
that A at the given moment is in the state £ , Since =
are sgeak:ing of a discrete A , we may assume a certain
" T which is the minimum necessary for the transition
of A from one distinguishable state ¢, in%to the other
state f, . Let us designate T -as the A step. W sha
call by the term "command" the different operations that
is capable of executing during T . Let Ao be at a certain
moment in the state %, .« A4S a result of the stiep performed,
A bas passed from ihe state ¢, into the state £, . ™he
operator K, is such that g =y ¢ is the command oper:
Vel e SIREC

Supposs, that for each €. there is some zero stat  .ne
state A will be zero (0) if all the €; are in zer. stiate
The zsro-operator is such that 0=0 . The unit operator £
determined frow £f=f is the idle step operator.

If in A pass consecutivel¥ steps with operztur- -, *
the A will copsecutively be in the states

Fy= Ko Foy My Ky oy oo #yy = K, Ky K Froy

 Usuelly the operation of the sutomai is deteruined by s
certain finite number of commands (the gro%rams, which are
reproduced comsecutively (the cycle). If the operators .:
these progrems are K; (j:04,..,m) , then P - the prograx
operator "~ ie equal to )

P=Km KM*!"'kR.KI (1)

Let &, be the starting state. As a result of the operat ...
of A y 8hall be obtained the states F;=P’'f, (;=42,..,5
In sucn a mannsr operates a hom@genecus automet, i.e. witn-
out any external modificaticn of 'its states. There might be
homogeneous automata, in which in the S cycle, after the
operator,the state ¥, is exteriorly set, by means of the
inimt operator G; . Then, in the A are obtained the
following states:

Ps:‘gts)rr[GS(Pi’fS !:'S',)’DS)]) (5:{121.‘_)

™) = W
where 'ts,h }\m KtS"' ) P‘l,f,SZKTS"‘ Ki Ki )
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Two types of input operators are i{c be considersd that is

le When the introduced states are superposed on the
states of A at the moment of input, Then

Fszp‘ts,}n[Pl,is Pj*l+?\$]

2. Mhen the introduced states replace the states of
the A components at the moment of input. Then

Fs = Peg,m[Py g, Foopt E vy (5~ Put, Four)]
(here {Vs} is the set by which f; differs from 2ero

i.e. the states of the elements €; with numbers from
(") -{vs} rerwain unchanged), and £y} is the pro-
jection of the operator  E ' over the sét {Vi} ( £ v} f=#
over a set (Vi} and Evs3f=0 in the points {n}-{%}),

The avtomat synthesis Qroblem may beraised as follows:
There are given - the cperator Il , the function o)

and the commands aggregate (K} =K, , Ky,..,K;, ., kKm

On the basis of the operators from {K}  we must build-up
an automat paseing through the states "5 =U%fuo

Let ¥, be the slarting state of A and P = its program
operator and let A solve the problem. Then, presumably the
following relationc are to be executed

$ S
P }o):u 7((9, (s=1,2,...)

Generally speaking, if U and fo) are not in a certain
way specialized, only ¥,=f, and P<U are possible. This
means, that at such a statement of the problem, the operator

U must belong to the class of ogerators which are factorized
into the product of command operziors from (K} . However, the
problem oI synthesis acquires a greater interest in case
when U eithér camot at all be Tactorized into the product
of opsrators from {K] or it is factorized into the product
obtained from a great number of such operators, which leads
to th%.synthésis of the automat involving a great time of
operation.

Therefore, it ‘3 expedient to bring to certain modifica~
tion in the statement of the synthesis problem, and demand
that the states of A coincide with the required states not
for all components, but ouly for certain preset components,
In other terms, the functions characterizing these states
must coincide over a certain set (vicinj.
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If we designate with &¢v} an operator which ensures that
at any function " ¥ " ‘there will be &(wf:Ff . over a
set (v and 6if=%  over a set {n}-{v} (& ~is

an arbitrary function), then for the synthesis P it shall
suffice to reaslize the relation PEypj=&yvju  (2). Then,

Fro) =¢ (v} Fro -

From this equation are to be determined P and &4-
Let us consider now the statement of the synthesis proh es
for the case of a non-homogeneous automati. Additiomaliy to
the problem of the homogenmeous automat synthesis for
obtaining the required states, it is admitted that into ea
oiieﬁation cycle of the automal is introduced from the out-
side of the state ¥ .

For better certainty, let us assume that ¥ is
introduced at the end of the cycle. Let ¥=6.47fe  an-
¥ =R few For the input, according @ the
tgepe 2, with the operator E(y; it will suffice to re. .ze
the relations: 3)

Epmj-try PEy~EplU=-Eqrs R
at the comdition superposed on the ogerator i - whe co
tignigf the invariability of the state ¥ introduced fre
outsids

E{f}(RU“R)’O v,

for the ut according to type 1 these reiations take the
following Iorms

P&y} ~Eppli =K
RU-R =0 (6)

These relations have determined a certain class of
operators U for which may be synthesized the automat o
the basis of operators (K| . t ue consider some
possibilities of extending this class. Assume that T and
M , operators of the tyge &iv} ~are commutating operstors,
with U and P respectively. In this case, Ior the
synthesis of a homogeneous automat, with the a&opted state-
ment of the problem, it is sufficient to meet the relations

MPE =& T U
For the synthesis of a nonhomo?meous automat the respect «
o

relations shall be written as Iollows
M(PEwm+R)=EmTU (7
MR-RTU=0 (8)
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The operators N and T, as exgsnding the possibilities of
satisfying the canditions {2) - (6) for the sxnthesis of the
automat may be called "autometion multipliers N - left-hand
and T - right-band multipliers. The multipliers T and ¥ may
be introduced in corresmndin§ conditions both separatelﬁ and
together. The introduction of the multiplier T "sets the
following limitation on U

U must belong to a class (let us name it the 1ld class)
of operators which admits commutatin§ operators of the type
£ « Of considerable interest Irom the point of view

of automata synthesis is the introduction of left~hand mmlti-
pliers. In this case, it is not obligatory for the opsrator

U which is preset for realization to belong to the 1Id
elass, but this feature must necessaril¥ possess the operator
of the automat P . It seems expedient to differentiate the
automata with operators belonging to the 1Id class. We may
call such automats as high-—quality automata =~ for they

resert greater facilities for meeting the synthesis conditions.
ghc quality of such automeia depends upon the arbitrariness in
M . The ater the arbitrariness allowed in the determ-
ination of for the given P the more are the possibilities
to direct this arbitrariness for the satisfaction of the
corresponding synthesis conditioms.

Wo may discuss the question of satisfying the synthesis
conditions in the sense of expanding the netnﬁnj , over which
is determined the preset operator W up to {n+m} ., Here,
is essential the conception of effective expansion of the
operator U up toll , 1.8. such an expansion that EnjlU
coincides with W « 'The problem of the automat synthesis
with {ntm} components for the realization of U is equiva~
lent to the problem of the automat synthesis for the operator
We In this case into the automat are introduced auxiliary
components, the operation of which aims at satisfying the
synthesis conditions.

The purpose of the above considerations was to satisfy
by means of various transformations the corditions of the
synthesis, by automata, havipg program operators P which
may be thoroughly studied. For the synthesis canditions
it  is not sufficient to know P , but 1t is necessary also
to know th? start§ng state Yoy« The eolution of the
equations (2), (3),7(5) in relation to &{yj allows to
determine ¥u)=E v} % However, it is a complicated procedure,
% more sinpie me{iod may be proposed. Let us determine the

unct ions f(‘-,ru‘f(o) e« Assume that

(i {vi (v 4+ -+ {vs}
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v“cre all the components, with the exception of {Vs}
ae of e%uivalent power with (V| and the power {v}
is less than the power (v} .

Moreover, all the couponents of thic sum are assuw:d as
mon+ 33ing.

vot ue desipnate by (g, (v the commutating
operator, which converts the ensemble {v} into
and in the cese of v} converts into W,‘f an equiv-

part {v} . N
Let us build up the cperutor P

P = Egay+ By Mg, ing Egy P+t Bl g Egny F
And the function f

F=Em ot Egny g ng Epsy for et Eug T, o oy ¥

Then -5~
for =P £

The %ynthesis problen may be stated for .. -res-
implicit form Fs., =W Fg=0
The transfer into an explicit form would require the Fme
ination of u-* , which is of a corpli atel pature.
possible to syn{hesize the automat for the opers’
l.€,, to determine P=aKm ... K, and ther tr -« o to

SEY AN RTINS wo.. - ..es the
problem, Here we, naturally, assume l.at the invers.
operators K;' exist and are fcnown, since the ~ «-
are known. The starting function in thiz .. .. . 48
in the synthesis of the automat ior w .

In the above described statement of tre sjyrtien.c, the
automat reproduces the required states only in components,
with numbers defined b¥1 the set {v} . While the states
other components, which were regarded as auxiiiery at ¢ .
synthesis of the automat for U , may have independent 138
at the synthesis of the automat for another furct icu.
other words, the synthesized automat mey correspond .r ine
part of the camponents {vi  to the prodblex for the ¢, .rator

U, with an initial state f.) , while in the other [art {v
it will correspond %o the problem for the operator u, witc
the initial state 4, » The relation between U, an’a U
in this case is determined by the equalitys '

€ U,Eilv,; = & fng Uy E{n,)

The important particular case when U,=U ;U may e
realized, if éf;gé[v; may be comnutated with
U » * '
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The questions discussed in this pgger were directly

relate. ' the synthesis of automata, However, the same
uestii « .y be agplied to the analysis of ihe automats,
n part’ - =r may be determined the classes of operators,

for the . .lization of which the given automat may be used.

The probl of the operator P recovery may be also raised
and gn certain conditions solved on the basis the results
of the operation of the automat if specially selected text
funct ions are introduced into it.

X X X

Above zre detailed different methods of approaching
the logical description of the dynamics of computer
functioning, these computers being regarded as finite
automata g§~a special type. The method of time logical
functions allows to represent the microstructure of the cir-
cuit as well as the functioning of registers and systems of
registers.

The description of the automat in terms of time logical
functions allows to characterize the number of the circait
components, the complexity of feedback systems, and tke
dynamics of the operation of separate components. The
presentat ion of the same automat by means of a set of
recursive functions allows to connect more tightly its logic-
al structure with the operator scheme of the algorithm,

0f the greatest interest in this connection is the
prospective of finding the most effective structure of the
comguter centrol system ensuring the efficient realization
of different classes of algorithms. A more deteiled study
of the processes occurring at each operational step of the
computing machine may bte made by investigating the command
operators, described in the present paper. In its turn, the
method of recursive functions allows to preset the order of
execution of these cperators, and the method cf time
logical functions provides for the presetting of their
circuit execution.

All the afore~-considered methods of formalization of a
logical description reflect different sides of & unique
problem - the synthesis of an efficient structure of auto=
mata on the basis of a description of its structure.

At the same time the usual approach to the theory of
automata is so to say ghenomenolo§1cal, i.e. it reflects the
system of transitions between stafes, but is isolated
(alienated) from concrete realizatisn.
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THE EXPERIENCE OF THE USE OF HIGH-SPEED
COMPUTERS FOR SOLVING PARTIAL
DIFFERENTIAL EQUATIONS
by
A.A. DORODNICYN, USSR

Moscow - 1959

1. The solving of partial differential equations is the
most important problem of applied mathematics. Despite all
the difference of the physical sense of problems solved by
the help of modern high-speed computers, more than 90% of
them are syateﬁs of equations in partial derivatives and
ordinary differential equations. But while the methods of
numerical solution of systems of ordinary differential
equations are completely develcped (except some questions
whioch nowadays are not; solved to the end anrd are mostly
connected with the singular points of solutiozns), the in-
tensive development of the methods of solving differential
equations in partial derivatives began only after the
oreation of high-speed computers.

In "the premachine epoch"™ of mathematiocs there werse
constructed only some methods of solution for some narrow
olaszes of partial differential equations,almost all of them
linear. Only to the end of "tne premachine epcoch® such
methods as the method of finite differences (in partioular
fer solving linear elliptic equations) and the ocharac~
teristic method (for the simpliest sysiems cf non~linear

1
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equations of hyperbolic¢ .,pe), began to be worked out

obtaining a certaln degree of community. The high speed

computers which in thousands and thousands times had in-

creased the computing pdssibilities gave us an opportunity
for carrying out the solution of such prodlems, which it
was absolutely senseless even to discuss before.

Practical demands of scientifi:c researches and technical
Planning put forward more and more complicated mathematical
problems, and the development of computers goes behind the
complication of mathematical problems raising in the course
of scientific and technical progress. Therefore with the
appeearance of high-speed computers, the problem of con-
struction of new effective methods of numerical analysis
becomes more actual and its significance increases more
and more,

For the measure of the efficiency of the method we can
take the time nécessary for *solving the problem with the
practically necessary accuracy. The less the time is the
more effective i1s the method.
| While solving prodlems by the help of high-speed compu-~
ters 1t 1s necescary to consider the time of the solution
as the time spert by a mathematician for the development
of a scheme of numerical solutlon, the times spent for con-
structing and debdbugging of a programme, and the time of
the caliculation itself, The afficiency of the method of
numerical solution of equations in partial derivatives is
defined by the following factors:

1) the rapidity of the sonvergence of the method,

2) the community of the method,

2
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3) the necessary accuracy of the solution,

4) the simplicity of the logical scheme or the solution,

5) the computer characteristics (the speed, the volume of
the storage, the presence of the intermediate kinds of
memory).

With the rare exception in cases when we can obtain an
exact solution of an equation the numerical methods of
solving equations in partial derivatives are approximate.
Every method gives us usually an opportunity of obtaining
different stages of the approximate solution, and we may
consider an exact solution as a limit of a sequence of
approximate solutions, while the number of the stage
increases infinitely. For the rapidity of the convergence
of the method one takes theoretically the rapidity of the
convergence of the error of approximate solution to zero,
while the number cf the stage of the approximation increases
infinitely. However, this theoretical rapidity of the con-
vergence has only af indirect connection with the practical
rapidity of the convergence.

We are satisfied practically with the firite accuracy
of the calculation, restricting ourselves to some finite
number of the approximation stage. And very often the limi-
ted laws of the convergence of the error to zeroc have not
yet time to show themselves. Sometimes the method of solving
can not be convergent at all, as, for instance, in the
case of asymptctic methods, or even does not contain
different stages of approximation.

At any rate, a mathematiclan , engaged in solving applied
problems, always strives to construct a method, which woul3l

provide sufficient accuracy at any possibly small number
3
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of approximation stages. If there are now the ways for sol-
ving th¢ problem of the estimation of the theoretical rapi-
dity of the convengence, (although very difficult and not
availadle for all methods used in prooves), then the esti-
mation of the practiocal rapidity of the convergence is
carried cut uatil now only by the way of experimental
caloulations. The development of the praotically rapidly
convergent method itself is,I should say,some kind of art.
where the author's intuition plays a large part. The
practical rapidity of the oonvergence consideradly depends
upon the admissidle value of an error. By the increase of
the demands for the accuracy of caloulation the practical
rapidity of the convergence draws together with the theore-

tical one, and the estimation of efficiency of different
methods may fully change itself with the change of

the demands for the accuracy of caloulation. If ,for
example, the provided demands for the accuracy while
solving Shrodinger's equation are not high, the
methods of the theory of perturbations are very effective.
But these methods are practically unapplicable in
order to get the accuracy ( 7-9 decimal digits), which
is obtained by the spectroscope measurements.

In the mathematician's researches one could always see
two different tendencies. On the one hand-the mathematicians
tried to create general methods suitable for solving a
wide class of problems, on the otker hand-they strove to
solve in the best way the concrete problem given.

The gsnerality of methods makes the task of a mathe ~
matician who starts solving a conorete problem,of course,

&
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easlier and shortens the time spent for the development of
& scheme of the numerical solution.'However, this does not
limit the significance of the community of methods. At
present the methbds, which would be appropriate for the
equations with discontinuous ocefficients or for obtaining
discontinuvous solutions attain special importance. The
problems of such kind araise in the field of gas dynamics
with the presence of shook waves, while studying heat and
diffusion processes in heterogeneous midiun or with the
change in the process of aggregate state of matter.

A mere transference of the methods developed for the
ocontinuous processes upon the cases mentioned above may
bring to wrong results, aad therefore the generalization of
the methods is principally necessary.

It would be wrong, however, to neglect the importance of
particular methods and to direct all the mathematio
ressarches for the deveiopment of general methods. It is
natural that the particular methods specially developed for
a narrow class of problems may be rather more effiocient,
than the general methdds. If this type of problems has a
great applied significance , the development of the
special methods is quite proved.

Whilie using modern high-speed computers the time of cal-
oulation on a computer is as & rule rather less than the
time spent for the development of the scheme of the solu~
tion and for the construction of a programme. Therefore with
the increase of the computer'a speed we must prefer the methods
with the simple lcgical scheme of the calculation,although

the transference to more ocomplicated logiocal schemes
5
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could significantly shorten the time of the caiculation .
It is also necessary to notice that the automatization of
programming still more strengthens the significance of the
simplicity of fhe logical scheme.

I1. The method of finite differences is nowadays perhaps
the most '‘general method for the numerical solution of par-
tial differential equtions from the all known ones. This
method first created for the linear equatidns'of the ellip~-
tic type, was then widespread for the equations of hyperbo-
lic and parabolic types, and is used successfully for the
linear systems as well as for the non-linear ones,

There is much literature concerning this methods , the
conditions of the convergence and the stability for the
different types of equations are found out.

Although in the field of the non-linear equations the
strict proof of the convergence does not always exist ,in
practical calculations the convergence rarely gives rise
to doubt. In the Soviet Union much attention was paid to
the improvement of calculations in the method of finite
differences. The demands of the convergence and stability
of calculations in the applioation to hyperbolic and para-
bolic equaticns make us to give up the use of expilicit for-
mulas by the transition from oue moment of time to the
following one (here we speak about the time conditionally,
other physical values may play the part of time, for
example, one of space coordinates). But in the implicit for-
mulas at each time intetval it 1s necessary to solve a system
of linear zlgedraic equations.

In the problems practically solved nowadays such systems

often contairn several hundreds of unknown values, The ap~
6
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plication of the iteration or the elimination methods would
make a perfect solution of a problem with such a large nun-
ber of the mesh points of the net practically impos -
sidble.

The so-oalled "drive through" method proposed in 1952 by
Gelfand I.M., Feldysh M.V, and Lokutsievsky O0.V., helps to
overcome the difficulties mentioned above. The idea of the
method can be easily illustrated on a following equation

Eu'.P(x)u +f(x) ; [8>0,ID>0]
with boundary conditions
at  x-0 w'eol,u + B. ? ()

at . x-¢ u's fau + de

J
If we shall consider this equation as a result of the

replacement of time derivative hy a finite difference
expression, then £ will be a small value proportional to a
certain degree of the time interval. the solution of ¢
boundary problem £A) one may bring to the solution of two
Koshy's problems, for example, first finding the particular
solution (U ) which satisfies the condition at X+0 ,then
the solution of the homogeneous differential equation (&)
with the homogenecus condition at the end and to obtain the
necessary solution as the sum UJ+Cu, , selecting the
constant ¢ ffrom the oondition at X=€ , However, at
small £ both solutions U and «, will increase very rapid-
1y and the necessary solution will be obtained as a small
difference of large values. That is, that such a way of
oalculation will be unstable.

Thus the problem is to obtain a stable method of cal-
culation at which we should directly obtaln necessary

7
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solution. We can obtain it by the following way.

The necessary solution we shall obtain from the relation

ulx) «dx)ulx) +p(x)
(B-1)
Then the differential equation (A) gives for ol(x) and

B(x) the following equatons.

e('sol’) = p(x)

(B-2)
e(p'edp) - f (=)
Submitting o and /8 by such conditions
aAfe)~ol, , p0):po (B-3)

we automatioally satisfy the condition at X=0 for w(x).
It is important that the function ol(x) and A(x)
increasses at the decrease of £ only as ‘/4'5 (and not as
erp% for / and u. ).

Prom the relation (B-1) we further obtain the Koshy s
conditions at the right end for the necessary solution of

the boundary prodblea (A) .

L@
oUe)-f2

o (€)3e- pe)
,  uie- LI (B=4)

L(@)- Je

u(l)-=-

The stadility of ocalculation according to the equations
(B-1) , (B~2) is provided at any positive o, and those
negative . , which satisfy the condition

— -1 (B-5)
el << (VE[paaz)
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In the application to a finite-difference solution of
partial differential equations thls condition may be
fulfilled at a small enough time interval.

If we shall substitute the differential equation ( A )
by a finite - differerne expression, let us say, 1in the
form

U xed —B,U. +Caldns = Fx (C"1)

then the "drive through®™ method will lead to a recurrent
caloulation of three funoticns.
Caloulation from the right to the left for w. @

u.:Cg,,, Uee + ézm (c=2)
Ked xXéq

Calculation from the left to the right :

Cres .
P =B, -8« 7 Tao = Pres (£ ) (c-3)

For more complichted cases , when the system of
equations in partial derivatives or the equation with two
space coordinates is being solved the "drive through™"method
was generalized by Babenko K.J, and Chentsov N.N. ( The
matrix "drive throgh method"). Designating the system of
the unknown values by means of two vectors & and U. , we
shall write down a finite~difference scheme as following

Qg+ Ao + BT + 7o = 7
g (D=1)

a:amt *a; ‘7;«-; + 6;:&"' * :‘7; 'f;.
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where m=:0,4,2,..., M-1 ( M 41is a number of the
»m
mesh points of a net) az’;" . 51} the given rect-
m
angular matrixes fz the given vectors.
Let the system of boundary relations be re-
presented in the terms
&—. - X‘ ‘}; * E:O
(D-2)
Uy = yn U, * yn
where X, and X,—matrixes 5.,9:, -vectors.
¥e want to obtain the solution of the system @-1)
in such a form
&m - Xm 17; + Em

(D-3)

Tima Lo Usn + Em
The substitution of expression (D-3) in the
initial system (D-1) yields reccurent relations for
matrixes X,,, and Z,., and vectors Twm and E,..
by analogy with the simpliest case of the one-di-
mensional "drive through". However, certainly, the
volume of calculation considerably increases. Be-
sides that, the matrix “drive through method" con-
tains more "“underwater stones"™ than the one-dimen -
slonal one, although there are sufficient conditions
here providing the stability of calculation (by
snelogy with the condition B-5).
'3. As 1t was mentioned above in many impor -
tant applied problems it 1@ necessary to coneider

10
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equations with discontinuous coefficients or dis-
continuous solutione of equatione. Physical reasons
are often used in these cases for the construction
of methods of solution., while calculdting gas move-
ment the shock waves appeuring mey be removed by the
1n£roduct10n'of viscosity in the initial equations
of xas dynémica. At the sufficiently small viscosi-
ty the soluticn of the equations will be continuous
but in the vicinity of a shock wave the gradients
of speeds and precsure wili increase abruptly .- the
more the leas the viscosity is.

Let us consider the simpliest wave equation

ou oF(w)
3¢ * Bx -0 @

Viscosity may be introduced into the main differen -

tial equaticn

ou, '3/70Q)
ot * Bx a:r¢[ ] (B-2)

where v' is a monotonous function of its ar_ument,
such 'that ¥Y(o)=0.

The solution of the equation (z-2) will be
already continuous and ordinary stable methods may
be applied to it. It is pomsible to show, that
Ue(xt) = u(¥) at € -9 (1f the initial
conditions for &gy and « coincide).

By the numerical solution of the equatior

(E-2) the coefricient of viscbsity & may be di-
11
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miniuaed togetaer with the decrvase of space and

Fe )

time intervals.

Replacing the wquation (E-2) by & finite-

ditference relation

U m nos ™ Ymn 45‘1 [F(Um,,n) - P(u*h"ﬂ'
(2-3)

= -4m,n (umu,n 'um,n)“ﬂm-4,n(um,n - um-:,n)

(nere h 1s the net step sccording to space, C-
according to time, n is the number cf the coordi-
nate ¢ ,m are the numbers of the coordinates X )
it is neceszary 1o choose the coefricients anmn
jn such a way as 10 anproximate the operator (£-1)
on emooth intervale of the solution by the opera-
tor (E-3, with the second order of accuracy.

In the neighborhood of the discontinuties
the formulag (E-3) must be of the first order of

acouracy. wWe may obtain this by submitting the

coefficientsI Jq!mn on a definite dependence

from their values of U in two neignhboring
points of & net IT= (m-)h, mh . For linear
equations we may ehow the convergence of the me-
thod if the.formula (E-3) provides & gtable calcu-

lation. 3ut the experience also confirm the con-

vergence in the non linear case.

The given method 18 developed by K.I.Ba-

11
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benko and V.V.Rusanov for an equation of the type
(2-1) as well as for eystems of equations (in the
last case ' and FY&} may be considered as vec-
tors, and the coefficients JQ1mn as matrixes),
and also for the equations with two space indepen -
dent variables of the type
du dFu) 06
3 ' o= T oy Y
( 4 F ana & n-dimensicnal vectors).

(E-4)

The method of introducing of the viscosity
is not the only one (although it is apparently the
most generasl) for obtaining discontinucus solutions.
The direct-obtaining of discontinuous solutions may
be provided by the help of special construction of
difrerence schemes, wnich would reflect integral
lawe of conservation on discontinuities. . hus, while
golving problems of sas dynamics, thase integral
laws are the laws of conservation of mess, quantity
of movement and energy.

If a finite-difterence scheme with the step
striving to zero, gjives an exact relations on dis-
continuties , then the solution of finite-diffe -

rence equatione will tend to & nececsary discontinu-
ous solution,

for instance- the system of gas dynamic

equations
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ou op Ev)  _ 0

Y ox -

ov ou _

5¢ 5z "0 @Y

e 2 8,0(.[
F1 JARE el

correspond to integral relations
¢udx - pdt =0
Suvdx +udt -0 (B-2)
ul
$(E+% )dx - pudt -0
One ol the dirference schemes, providing

the solution of the inte:ral relations (f=-2) may

be written down in tne form
g
unu;, (é*t) Uy 4¢) - R (an “Pa-) ’

U;!uh (f*?) L U.h¢% ('é)* -/%:(U;u. U;} ’ (F-J)

(E‘ ?'}M(y z)- (5‘5")_,‘(0- /_f;'(e“ .- Z/L}

while the epeed and pressure at the bounds of
the layers lf' and ‘F> may be obtained from
relations (exact or‘approximate) on discontinu -
ties. This method was propoged by S.K.Godunov.
The wdorks of A.N.Tickonov and A.A.Samar-

ik
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skii _ave the most complete research of finite dif-
ference schemes in the application to dJiscontinu-
ous coefricients and solutions.

In these works the question about the con-
ditions, which a homogeneous difference scheme has
to satisfy, is put. [his scheme provides conver -

zence to the solution of a differential equation,
for a posegibly wider class of diffcrentiel equa.i-
ons, in particular, admitting discontinuous co-
efficients and solutions.

For the homogeneity one may take rer< the
constancy of the calculation scheme for tne whole
intervalvfor all class of diftferential equations
(that is the scheme must be the same, when the dis-
continuities take place, as well as at tneir absen-
ce.

The importance or tnis question may be
illustrated by a following example. Let us take

the simpliest heat conduction equation

o du
(;;: A’(I‘)C-{"; = , () =0 , w(d) =1
Let
K, = Const x<§
£
K(x) < ;:-:
Kyg = const x>€ ;

At the point of discontinuty the foilovi-
ing conditions must be fulfilled
15
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U, , =u (ku),, = (xu),,,

Fvo

One may easily find the solution of this equa-

tion
xx
x<y
1+(Ge-1)¢
UL =
(ae—d)fur x> (1)
1+(2e-4) §

Let us replace the differential equation

by -the finite-dirference expression

¢ U "2 'y - ieg ™ - Y -
”[ (ﬁhgv‘u‘: + kgjﬁ”{‘.u(‘ alt .a (I)

In our case this equation is being easily sol -
ved, and for the limited value « we obtain the
expression

¢ o

(5-2)(3¢ed » x<§
e preys s 1{) (1-§)

U =
S-a)(32+ (1)
‘§ m)((:_;) (x-’) x
(TR Owd) » X2§
¥+ esiised) ¥)

The sclutions (1) and (II) coincide only at ae<{

that is with the continuous coefficients K (x)

Let us consider a differential equa-

tion
16
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(<,%.4) = i & ;:)a'(’ - (x}u + (x} =0
L7 qx & - g g (6-1)

u)=u, , uli):u, , k(x>0 2(x)20

in the class of piecewise-continuocus and piece-

wise-s8mooth coefficients Q(m., mg,My) with

derivatives of the order M«, Mg, Mg accordingly.
A homogeneous difference scheme, corres-

ponding to this equation, we shall write down in

the form of

["(,"' % {)y = /-::— [3:’(91« -4:) ~ﬁz”(y; ~4i-1) *Q"y.- *1[:‘7:0 (6-2)

h h
The coefficients Jq" and B- are some

functionals of the coefficient K(x) Q, Ofthe co-

eftictent G(x),F ot the coetficient §(x)

A-ALR@] | BB Lee) | Ql-0r567

£ r [{6)], e(s)=k(x;+5h), 4(3)=q (z; +sh) @2

f(s)= f(x: +5h)
The following theorems are established
7 nh h
1. The homcgeneous, canonic { B‘- =Jq(-,,
“difference scheme of the type (G-2) in order
to provide the second order of accuracy with
relation to the atep h in the class of
17
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Plecewlze~continu 2fficients G,/?n., g, mf)

must have the following form

0 % h ok
A 1/_/% ’ Q”-jc;(s)ds ’ E=ff(,)ds (G~4)
"4 ' “4% -4
M«x23 , Mg22, My22 | then this

c .8 also sufficient; in other words, this
dii..:zence ie the best one.

however, it ie not alwaya possible to evalu-
ate the coefticients (according to the tormulas
(C-4) exactly. In this case the functionals jﬂ:“itn
self are evaluated with the use of some approxi-
mate formulas. The convergence will be provided if

the conditions

-Bant ﬂnﬂnu
Th e =P

are satisfied..Hére the index ™M corresponds to
the point of the coefficienty discontinuity ¥{x) (that
i1s the discontinuity is between XTwn and T me
JD(h%-zero-functional, Kn -the value to the

right, Ka - the value to the left. Generally
Speaxing, howevery the second order of the accuracy
of the difference scheme will not be rrovided in
thia case.

The necessary con@itions for the providing
of the secund order of accuracy demand a more
serious analysis of the order of approximation

of a differential operator by a difference one

i8
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(that 18, values V;,,: Lh(u")-([‘u)"
In particular, if we divide each interval
X.-Ji+4 on & parts and use quadrature for-
mulas, in order to obtain the approximate evalua-
tion of tne integrals (G-4)
A.=5 (_&_ + L)y,
¢ Kn,)-‘ Ka,j
the the necessary condition is, that X should
be of the same order, as N ( N 1is the num-
ber of mesh points of t'he main net),
These results formulated for an ordinary
.differential equation are directly applicable to

& partial differential equation

ou _ 9 U /y -
57 ° a2 K(@A)5m +f (=0 (6-5)

in the rectangular field, if the discontinuties
of functions K(x,%) and f(r,t) are fixed in
space (the position of the discontinuty points
does not depend upon time). A.A.Samerskii gene -
ralized these results also for the case, when the
disocontinuties of the coefficients K (=X,¢)
and {(1‘,‘“ displace in time. The convergence
of an imp).icit difference scheme

Y. -9 4 , 'l PV ol
‘”%"“‘T,‘A(Jq‘ Vy: J*+F (c-6)

at
19
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l\

jo ’” J“ Lioyy
ht / j‘ t, , {:ux 2 f:f(.rf)d{dx (3-7)

if the time T and space h steps satiefy the rela-
tion

jo(‘r)-—O h-—-—o, T—-o

fﬂ;B“

1s proved.
The convergent difference achemes and itera-

tion schemes four non-linear equations with discon-

tinuous coefrficients of the form

6Dt C(x,tju= [K(:r é) IELLC "]4f(x£ u) (6-8)

are 1also.develoyped.

The given above resuits refer to the evalu-
aticn of the continuous goluticns, which in the
discontinuty points satisfy the equality of
"heat atreams" (that is Knll, = K, U
The methods are aliso seneralized for more gene-

ral conditions of conjugation

[Jou]= o [zu, -suf=0 (6-9)

We have to notice that the reprecenta-
tion of differential equations in an integral
form lies in the ®Basis of the methode mentioned
above. Thus, for example, the equation (G-1)
may be written down in the form

20
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2‘;.5’ Q‘(c”
tqg”-afqﬁ—‘/ly(zjcthaﬁr + | f(x)dx
1"._& 3""-*

where W= -KW are some streams, The expressions
(G-4) are the natural approximate representations
of the integrals with the discontinuous coeffi-
cients.

4, The advantage of the method of finite
differences, while solving non-linear hyperbolic
equations with discontinuties, lies in the simp -

licity of the logical scheme, obut at the same tiume
the accuracy of this method is less than those of
the eheracteristic method.

when the position of the discontinuties
is kriown a priori (exactly or anproximately) the
characteristic method is usged successfully. This
usually tekes place in stationary problems of gas
dynamics. We may express an opinion that thne cha-
racteristic method is more efficient for solving
stationary supersonic problems of gas dynamics
while the method of the finite differences for
non-stationary gas dynamic problems. The characte-
ristic method waes broadly ucsed in the works of
J.D.Shmyglevekii, O.N.Katskova, and others.
tWhile soliving problems witn the characteristic
method some difficulties appear near the transi-
tion line (that is at the bound of the elliptic

21
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and hyperbolic re;ions) becauce the char.cteristics
of different families croce under very small anglec,
and an abrupt change af unknown values takes place
tco. Therefore the movement from the transition
line is better 4o perrorm with the help of seriee,
instead of the characteristic method. In this cnse
the calculations are simplified with the help of
the transformation of equations to charccterictic
coordinates.

bThe characterintic method is well develoned
for two independent variables, but ite application
for solving space problems is connected with much
largef ditficulties. In the casce of the epace sonme
different variante of the characteristic metl.od
may be used. V.V.Rusanov prorosed a very visual
scheme of the method. iliec method may be called
the “tetranedron mecthod".

A triangular net is constructed on the
Anitial surface. Through each side of the triangle
a plane tangent to the ixach cone proceeding
from the middle of the side, is constructed. In

sucn 8 way tetrahedrons are constructed, which
tope form & new surface. The definition cf all
values in the tetrahedron tops is obtained from
the relations on characteristic planes along the
medians of tetrahedron facets. Except the com-.
plete space method of characteristics a mixed
method is alsoc used. lhis method is the combina-

22
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tion of tne ch&aracteristic and the finite differen-
ce methods. The idea of the method may be illustra-

ted by the simpliest case of the wave equation

?:Z = _?if + o'y (H=~1)
axl - aya axl

Replacing one of derivatives in the right hand
side by a finite-difi'erence expreegsion we obtain
the gystem of cquations in partial derivatives,
for instance

91!?; - azm Sﬁ'u'?ﬂ-ﬂﬂ'-: (H—z)
x* 9y’ * h?

this system is already solved with the characte-
ristic metnod. V.V.0ychev anplied such a method
in solving prqblems ot a supersonic flow past

a body of revolution. The derivatives with re-
spect to the meridian angle are replaced by a
finite difference expreccion in the cylindric
system of coordinates.

5. As it was mentioned above at present
the methods of soiving ordinary differential
equations are fully developed now. In connec-
tion with the fact those methods of solving
partial differential equations which converge
them approximately to the systems of ordinary
differential equations attain a large practical
value. Since the solution of system of ordinary

differential eguations of high order (especially

23
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boundary problems) also demands a great comput-
in;: work, it is natural that mathematiciesns strove
to obtzin a good approximation already while sub-
etituting the equation in partial derivatives by
the ssotem of ordinary equations of a relatively
low order.

As our experience showe the intezral rela-
tion method in thie mense is a successful one. The
method may be formulated br tle following way. Let
there in the field Q=x<6 | o< 9'53(3:)
the eystem cf equatione in pertial derivatives of

the “diver_ent" type be given

9 7 . el .
5’;, R (x,y, u:,‘..,un)* 'a';‘ Qi['r.y:((:,...,l-(q) =
| (I-1)
= E (‘r)y’.u‘:"‘:u") “'102""1’:
Dividin_ the iield into ™ stripes, with the
length ébcn and intesrating the system (I-1)
with respect to #’ acroes each stripe, we

shall obtain the 3 stem of integral relations
d Yers /5
3 — " &i - 5_, A -
a-; /P‘dy dx m Rll“‘ m R:‘)*Qi'xu"oi,x-
Ya
se (1-2)
Y

Replacing each of the integrale by a certain in-

terpolation expression

24
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Xt

f’Rdyz 8(x)'Zﬂx,& R’_,r (1-3)

Ya
(znd by analozy for the integrals of F: and sub~
etituting (I-3) in the integral relations (I-2) we
obtain together with boundary conditions the ey-
gstems of ordinery differential equations of the

m -th approximation for the defimition of the

unknown functions U, x = U (T, 4s)

For the solution of thie ayestem we apply the
worked out scheme of numerical calculatlon of or-
dinary diffcrential equations.

fhe fortn of the boundary of the field

é?(ij may be algo unknown here (a complement-
ary boundary conaition making the problem definite

should be siven for it). In this case the
boundery is simultaneously defined from the sy~
stem of ordinary differential equations.

The intexral relations method was applied
for the solution of different problems of the el-
liptic, persbolic and mixed types (P.I.Chushkin,
O.M.Belotserkovskii, O.N.Katskova). The applica-
tion of this method for solving non-linear equa-
tions of a mixed type (of an elliptic type in
one part of the field,of a hyperbolic type - in
the other one) is of a special interest. In tne

theory of partisl differential equations these
25
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oroblems are the most difficult. Though until now

we are not able to obtain the theoretical proof of

the convergence of the method in these complicated

cases, practicel calculations, however, convincingly
show, tnat the convergence takes gliace.

Let us briefly consider the solution of
nroblems concerned to ei_envalues. Different appro-
ximate methoda lead to problems concerning to the
evaluation of the eigenvalues of matrix. we must
take matrixes of high order for obtaining suffici-
ent accuracy (especially while solving many-dimens-
ional problems of eigenvalues), so that it doea not
Zo in the computer's storage. A.A.Abramov and
k.G.Neuhauz proposed a method, Jiving a more accu-
rate definition of the eigenyalues at the transi-
tion from the matrix of a lower order to that of a
higher one. Let us assume the initiel symmetric

matrix J7 in the form

A1

&*l ¢

Let Ad; be the minimum eigenvalue of the materJQ.

we shall iind the minimum eigenvalue de of the

matrix (Qfo ® J\oi:.) Taking Ao for the

approximate value X4 we may find a more accurate
definition of tnis approximation

25
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th s (¢.,6°%,)
° (5.,5.)(9.,31.)

y Yo (2.-¢) 87, (3-1)

In thie c23e it ia important, that

X% s,
that is the formula (J-1) always provides a more
accurate dz2iinition. This metuod is also used
for obtaining the next eigenvalues,

At present we may say about the methods
0f numerical solution of partial differential.
equations on the whble, that the methods of sol-
ving equations with two independent variables
are 80 developed, that we may obtain the solu-
tlon of sufficient accuracy by the helip of mo-
dern high-speed computers,

The difficulties of numerical calcula-
tion grow rather quickly with the increase of
the number of independent variables.

¥e have enough experience in solving
problems with ;hree independent variables, and
if we do not demand high accurecy of the solu-
tion, the calculations are practicz2lly possible.

At the game time a general not-stationary

space problem is very seldom available for
solution. Many mathematicians work hard work in

this direction.
27
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¥e express & hcpe, that the efforte of ma-
thematicians developing efficient methous of sol-
ving and engeneers' efforts directed at the increase
of speed, the volume of storaze, the logical
possibilities of computers will econ be crowned
with euccess, and the most difficult many-dimen -
sional problems of mathematical phyeics will be

available for solution.
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METHODS OF SPEEDING-UP THE OPERATION
OF DIGITAL COMPUTERS

I1.Y. AKUSHSKY, L.B. EMRLIANOV-YAROSLAVSKY,
E.]. KLYANKD, V,S. LINSKY, G.D. MOFAKHDY,

Institute for Scientific Research of Blectronic
Mathematical Machines., Moscow, USSR,

INTRODUCTION

All the various methods of accelerating the execution of
operations, considered as one of the means for speeding-up
calculations, na{ be characterized by one common feature,
that is, the app icabilit{ of such methods does not depend of
the concrete contents of the prograa.

Speeding-up calculations is achieved by the accelerated
execution of the elementary "bricks" of the progrsm, i.e. the
computing operations.

The present paper does not deal with the methods of
acosleration based on definite program characteristics (for
example, the selection of the command system, address, memory
orgenization and the use of assembled comput eystels’?

The methods of acceleration of computing operations may
be clasgified into two groups by the nature of these opera-
tions, that is:

1. logical wetbods of speeding-up the main computing
operat ions.

2, Mathods of accelerated calculation of elementary
funct ions.
Para.l. O THE PRINCIPLES OF ACCELERATION OF THE
EXBCUTION OF OPSRATIONS

computing operation exscuted by the machine may be
dismembered into a certain sequence of simple actions. Let us
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i,

designate every such simple action, effected at the entry of
some control signal from the control device, by the term EMO-
elementary machine operation. Though this concept is not
quite precise, it mey be useful in many cases.

Thus, a computing operation may be regarded as an aggre-
gate of various elementary machine operations performed 1in a
certain order.

Obviously, this egate is not determined only by the
computing operation to executed, for the list of elementar
machine operations depends, as well, upon the adopted algorit
However, Ior the majority of basic conguting ogerations 8 long
time since was developed and at present definilely accspted a
"classic” system of used elemertary machine operations. ¥o
these belong elementary operations of bimary addition, shift,
code transfer and so on.

The same may be said about the methods of dismembering the
computing operations into sequences of comgonents of elementary
lacggno operations. Here, too, there are firmly established
rules and recommendations.

However, the classic algorithms of the execution of compu-
ting operations are not the most efficient from the point of
view of rapidity of machine actions and, in cases of esgecially
high speed operation requirements, they can not be considered
as og&g:un. Evidently, this conclusion being quits trustworthy,
Bay mede beforehand, otherwise, would be very little veri~
similar the following statementss

a) the set of classical elementary machine operations is
the optimum;

b) any sequence of elementary machine operations at the
execution of a computing ogeration is algorithmically the
shortest, i.e. it can not be_replaced by a sequence with a
spaller number of menbers. I{ may be possible to set and solve
the problem of determining all accelerated a1§orithms, proceed=~
ing Irom a sufficiently large class of possible element
machine operations, but being formulated in this manper t

oblem would result extreme y complex and practically hardly
easible to solve it.

Efficient algorithms may be determined much easisr by an
artificial way.
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Indicated below, are some accelerated algorithms obtained
in this manner.

Yronw the previous ana%ysia can be made & classification of
the al rithnegic mothods for the accelerated execution of
computing operations.

1. The method of reducing the number of consecutively
executed elementary machine operaiions by:

a) elimination of superfluous elementary machine opera-
tions;

b) simultanecus execution of elsmentary machine operations.

2. The methed of introducing special elementary machine
operations (special in the sense that they differ from classic
operations).

Thers is a third method of speeding-up the execution of
computing cperasiions which differs essentially from the algo-
rithmetic methods, i.e.:

3. The method of reducing the time of elementary machine
operation by selecting an efficient logical structure of
employed circuits.

Para.2. ALGORITHMETIC METHODS OF SPREDING-UP QPERATIONS

Lat us consider first the algorithns of accelerated
execution of multiplication operations.

Accordin§ to kmown statistical data about 50% of the
machine time is spent on the execution of multiplication
operations. Therefore, speeding up this operation is of
great importance.

The difference betwesn various methods of accelerated
execution of multiplication operations lies in their machine
algorithms,

There are electiranic digital computers in which the
lultiglication is performed as a single elementary machine
operation. Howsver, more fre%uentl the machine algorithm of
the multiplication operation takes ?e formn of alternating
shifts ovgr one digit and additions difit by digit mlti-
plication)s The first method of multiplication gives
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satisfactory resulis as regards ege?d of operation, but re=
uires & great nnnbes of equipment (in quadratic relation to
he number of digits).

At the digit by digit multiplication may be used a com~-
bined (coincidence-type) adder as well as & counter-type adder.

Combined edders involve the use of a serial (or serisl-
perallel) digit transfer.

However, the stored sum of partial products na{ be easier
formed in & counter-tyge adder. Therefore, we shall deal with
machine algorithnn of the multiplication operation employing
gdders of this kind.

Speeding-up by overlapping of elementar{ machine opera-
tions of addition and shi is achieved in the simplest case
by shifting the mumltiplica code at the moment of the follow-
ing addition in the er.

The sum of tial products at multiplication, accord
to this method, ggﬁains ggnoved. P ing

It is interesting to note, that with this method of
nultiglication, 1f no doubled accuracy producte are required
(*2 n" digits), the edder and multiplicand register may be
executed with * n " digits. For this, a r1n§ shift of the
pultiplicand code should be made in the multIplicand register,
and the adder should have a circuit of cycle carry from the
highest to the lowest order. Moreover, prior to each iransfer
of the shifted multiplicand code on the adder, in the latter
are to be cleared the memory cells corresponding to the
highest order of the transfered code.

¥ide use bas found the nultig%ying circuit in which the
shift of the partiaingroduct is effected in the adder during
the addition EMD does not involve additional operations
of components.

An interesting alternative procedure of sgeedinﬁ-up of
the multiplication bi overlapping is the method of the
*travelling wave". According to this method, in the process
of multiplication, the addition of several partial producis is
accomplished gimnltaneously in the same adder. This method
involves the use of a special counter-type adder, in which a
new addition may be started ffom the lowest orders side
begqrp 1 §§§71ous addition (or even several precedent
additions the higher orders has been completed.
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This method of multiplication permits to stors a sum of
partial products at & maximum frequency, conditioned by the
a.dlissibf: frequency of component functioning.

The methods of speeding=up the multiplication operation
by way of reducing the numbsr of executed addition and shift
K&) are based on the elimimation of addition steps at the
-ul{iplication by the multiplier digits, in the code "0" and
on the elimination of the addition steps at the multiplication
by multiplier digit groups in the code "I".

The reduction of the mumber of shift steps in the two
aforementioned cases is effected by the introduction of
element machine operations of %roup shifts over 2,4,8
digits and 80 on, or over an arbitrary mumber of digits desig-
nated by "K".

In case the digits of the multiplier Y contain many "I"
the multiplication may te made usingEthe formula X-Y=X-F + ¥
where the sign — designates the EMO of conversion into
the reverse code., Time is8 gained in this case because the
code 7 contains & small mumber of "I".

Maximm speeding=up of the ogeration is achieved by the
introduction into the arithmetic device of a special arrenge~
ment for shifting the mmltiplicand code over an arbitra
number of digits "K", during ome shift step (see further’) and
bzea special conversion of the multiplier code & , defining
the minisum number of additions and subtractions necessary in
the process of mltiplication, according to the scheme.

S [ 0,1001110111] = 0,101000~100-T .

The average mmber of EM) of addition ~ subiracticn in this
case, as shown by appropriate calculaticnz, is equal tos

1 [80+ 24 (n-2)]___1_+ 1t 1,
8 9 2 18
where /1 = is the number of digits.

It may be easily shown that by employing only classical
R0, & considerable speeding-up of operations can not be
obtained. Indeed, any mult glication algorithm in this case
is defined by a special ideniical conversion of §‘ digits
of the multiplier ¥ . Obviously, 8= 9’ if s’ corresponds
to the most efficient algorithm.” Let us assume that Sy e.ngo,s"y
do not coincide and consider the case when the higher digit
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!
Sy ig greater than the higher digit SY. (The case when §
and S' = interchange their roles is also considered amalog-
ously). Yien,

which is impoassible.

For the multiplication operation may be used the method
of "cerry remembering”, first progosednag M. Nadler (Czech-
oslovakia), which invelves & special . This method
takss advantage of a specific Teature of the multiplication
operatica consisting in the fact that, at this operation all
intermediate actions& preparing the result, are executed by
the circuit without "conditional™ transfers. Owing to this,
it is possible to considerably reduce the iime of ths mmlti~
plication operation by introducing e special addition EMD
with inco:pfgtod carry. The carries occurring at addition
during this BEM0 are memorized in & special register.

The memoriged carries are tsken in account at everi
now addition and cleared at the ernd of the operation.
considerable acceierstion of the multiiplication operation

may wlso be obtained, if the memorizing of the carries is
of%ected not in every digit, but in several squally distanced
points of the adder.

Let us now consider the algorithms of accelerated
divieion. Usually, the quotient digit is defined by the
feature of the direct or reverse (additional) code of the
remaindar, However, the remainder code, tesides the afore~
mentionsd information, contains some additional data, which
frequently allows to determine at once the group of quotient
digits , thus, reduce the number of elementary machine
opsrat ions., The idea of this methcd is that when a remainder
is formed with a sufficiently small or sufficiently big;
absolute value, the following digits of the ?uotient shall

be obligatorily a group of identicsl digits (zeros or wnits).

Lot us assume that the divisor 4 is normalized, i.e.
contains "1" in the highest digit. Obviously, if the code of
the positive remainder cortains _in its highes{ digits a "K"
pucber of zeros, then, besides “1%, in the quotient digits
ars to be racorded also K - 1 zeres, For obtaining the next
remainder, it is sufficient to simply shift the imitial
remainder to the left over “K" digfta end subiract the divisor
from the obtained number,
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The case with the negative remainder Ao of a sufficient-
ly emall absolute value is 8 trical to the just considered.
Assume, that in the hi%'her digits of the remainder code there
are K units. Demonsirate, that K-1 following remainders
vill be poeitive and consequentlx, besides "O" in the next
quotient digits ghould be recorded K-1 units,

. 4h 1
Bvidently, the LL remainder of A; is equal to ‘4(=2 040*‘;
provided all previous remainders were positive.

From the study of the . code, snd taking into account
the normalization of the divisor ¢ , it may be concluded,
that when {& K-4 all remainders 4. are positive, i.e., as
required. ¢

The 1ast Ak remsinder may be obtained by shifting the
Ay code over K digits to the left and adding the number
thus obtained to the divisor 7’ o

Let now Ao be & positive remainder approaching closely
enough to @ (such cases are more rarely encountered), This
fact may be found out in the machine by means of a simple
cixi'sixit analyzing the higher digits of the divisor and re<
mainder.

, In this case it is necessary to build u{) the quantity
fAs = Ao Qfﬁ and record in the quotient the K units
contained the higher digits of this quantity. The next
remainder is obtained by shifting the 4G code to the left
over K digits and adding the d visor?’ .

Phe casze when a negative remainder Ho of a big
absolute value is obtained, is symmetrical to the case just
considered.

The aversge numbter of llméu?tient digits, obtainsd in
one addition or subtractio§ taking into account only
small values of remainders) is determined for the case of
numbers with many digits in the following way:

00
M=gF+7+e r =7
It may be demonstrated, that the indicated division
algorithe {teking into account only small remainders) is the

most effective cycle a.1§vorithn which realiges the method
digit by digit, on condition that besides the divider register
is used only one adding register and only classic EMO.
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Let us assume thet in the_ L~ cycle in the adder is
obtained a certain quantity A(Ti-r,¢)= 2:_, defining the
following group of digits of the quotient B( W ). and
B aTe desipmations of certain algorithms). It may be easily
ascortained that all the T; are pothing else but remainders
and, conse uenilg, B(7;) is the maximum determinable group
of the %uo jent digits, However, pinding that of the divisor
~ ?ﬁ s only known that it is normalized, the method for
obtaining the digit group described before, exhausts &ll the
possibilities; as was necessary to demonstrate.

The machine algorithm of the division operation with
simultaneous shift of the divisor 1is usually not emgloied
for the reason that it either results in a loss of division
signs ard less accuracg in division, or requires a divisor
register and adder of ouble length.

However, by using & ring shift of the divisor it is
gsible to eliminate the efiect of shifts on the duration
of the division operation without increasing the equipment
and without any loss in accuracy.

$his method presupposes ihe utilization of reverse
codes and the presence of a circuit of cycle carrg in the
adder. Apgarentl{2 the shift of the remainder code on the
adder may be practlcally not made, considering that the place
of the point is "moved"™ over 1 digit to the right.

Corresgéndingly, on the adder is to be transferred the

divisor with a ring shift to the right. At every such trans~

fer, the pcsition of the point and, correspondinglg the

8981tion of the sign digit are "shifted" in the adder over 1
igit to the right. The further actions are obvious.

As an example of the execution of the division operation
with the utilization of special EMD, may be cited the method
of M. Nadler, realized by means of the addition EMO with
an inconpletea carry. However, in some cases, it is even
zossible trat the sign of the remainder, i.e. of the quot~

ent digit will be determined incorrectly. } it is assumed
that in each digit of the quotient there is alsg *-1", then,
using this method, any error in any one of the digi
gorrected at the expense of the following digits.

¥he operation is congleted by reducing the obtained
quotient {0 the ordinary form by subtracting two codes,
corraspgndin§ to the positive and negative units in the
quotiert digits
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Speeding-up of operations may be schieved in many cases
by elininating normalizetion and presenting the numbers in
not normalized condition. Thus, witbout considerable loss
in accaracy, it is possible at multiplication to have only
one of the multipliers normalized, and, moreover, its normal -
ization may be partially overlapped in time with nemor¥
access of other multiplier. If the result of addilion
is to participate in the subsequent addition, its normaliza-
tion to the left is also mot obligatory.

A certein speeding~up may be achieved b{ the representa-
tion of negative numbers in the machine in the reverse code,
on conditicn that besides the sign is introduced the code
feature. In this case, at algebraic addition, no time is
wested in the adder for the comversion - it coincides with
the trensfer of the code into the adder (at multiplicetion =
into the multiplicand or multiplier register)., It is
expedient to introduce the code feature for digits as well.

It seems expedient to increase in the machine the number
of active comput§n§ devices, capable of conducting comput ing
operations in parallel and separately from each other, and
capable to ensure a wide direct exchange of information by
interaction. The presence of several active computing

devices permits to obtain a more effective execution of
comflexes of operations, as well as separate arithmetic opera=-
tions. Iet ue consider the gossible procedures for the
realization of certain operations in conditions of an
increased number of components of the arithmetic device,

Assume that:s
{T}T - is the condition of the device (adder-S,

* register ~R) at the 7 -cycle of the i ~stage
of the process,

-p L)
YT} {T} -shifts, to the left and to the right
‘ respec{ively, over P digits.

A. Calculation of w=ad® yith rultipliceion in
a8 descending order of degress 2%,

If
'Qi‘fnij*énqlky+”"+éﬂi3 £=6, (1)
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2 1,0 “aka
Then: gw::ﬁ, 8;*60-1\'-4 u B =R @x*é»«_,i’ G T Eporevy
Take part S¢, S¢t, f. u Re
&) ot 2O

n B B (St {Sehr i

Py & ..,°1

1) {bz}u R L {HJ::_:. ; {Sc’"}:.x-, = {‘54"}:-1K-L
2 (51 S0 Seh el S
3 15 }:-x-f {5 j’::i. ; {ngﬁ,m '{Se’-}i«-,*{ﬁugi_k

B) Calculation of _U=Q ¢" with multiplication in an ascending
order of degrees 2%

Let us desigmates é ¢ z+éJ 2k by .
_ 2‘“*

2 ; A2 ;L ot o zx(uw)
Then: f’kﬂ:z;t +'£m-42’ u éku‘gx*fxw T € sy
o) &;=0

1 ced -1
I) {Sf}J=\S‘f1'~: ) {-R’fb} -{RG}J-‘
p)y &1 | )

- __[ } .

1) S‘}j-‘- {SC}jui} {.Sct}J'-(SCL)j'l+{S‘}J"

'1’11 = {SLS?*'iR-a.Sj-‘ ) { c‘}i L'Sf‘{ l.]{qj {.["-ujj ‘{Ra}j.:,l

) nd require at each stage the knmowledge of
Eﬁysggg“%‘w?‘: " refore theg be adepted for any
process in which 153 " jg determined digil by dlglt (for
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example g=%b~ , then gza(-‘?')x' ).

The schemes considsred above, may be realized in decimal
code arithmetic devices, provided certain modifications, are
brought in the schemes for the reason that doubli may be
effected in the decimal code adder. Thus, multip%catlon
of " " by "é " in the descending order of degrees of 2%
is based on the presentation

at={{(a¢,21+Q¢E, Arak,,Ji++aE,
and is realized in the machine arithmetic device from Spand
Ro by the operation {Sp}j .{‘S["}j-l+£j{RQ}

X -— 1 4
and {Spj,‘a{sp}i S [Sp)i+(Spl; and in the ascendi
ordertin the machine arithmetic device from Sp and Sabynghe
operation

{SP }J‘ * {S'P}j-a + ij' {Sa }J‘-/ ) {SQ,}; = {Sa,};:,l

The direct execution of this muliiplication requires the
determination of binarg digits. In this case it is advisable
to use the well known decomposition of a pmfer decimal
fraction into & binary fraction by the overflow of the adder
S at_the operation S°1, obtainlngnti)inary digits in the
descending order of the degrees 2X, nding the greater
efficiency of multiplication jn the ascending order, it is
;xpodient to use the pumber 6' , dual in relation to " & "
o8,

8'= 6 1"+&, 4+ r g,

At division, bimary digits of the quotient were obtained as
a result of a comsfonding trial and error procedurs, and
poceeding to the multiplication with these mumbers, it io
{:oulble o form a quotient decimal code in the adder Sq.
instead of Rq ).

In the esame manner may be modified the afore described
schomes for execution in t decimal arithmetic devices.
Para.’. METHODS FOR REDUCING THE TIME OF ELEMENTARY
’ MACHINE OPRBRAIIONS
An important conditicn for the accelerated execution of

the addition EMO is that each component of the add circuit
is of single-shot type.
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Usually in add circuits with single-shot operation
corponents, for the gddition procedure are used memory
registers of both addeads.

is a result it is possible to eliminate omd of the

Bemory ggerations, connected with the number iransfer, as

racticed in computing impulse adders. Ween it is not
gesirable to utilize in the add circuit the memory register
of the 2-4 number, the single-shot o raticn may be achieved
by means of a scheme in which the code, of the number gtored
in the addsr, is defin?d in each digit by the position of

two memory cocmponents (the combinatlons 00" and "11" corres-
pond to the cods "0", while the combinations “1C" and "O1"
correspond to the code "1").

Pho functions from the digit and from the carry in
this circuit ars divided between different memory components.

No simple mechanical solution has yet been found for
reducing the time of the carries.

Adding devices in which the avera time of the edd~
jtion EM) is reduced by strictly not the moment when
the ca is completed, or by introducingé"by-paas circuits*
in the through carry c{rcuit, are, for the time being, of
extremely complicated design.

The probleam of group shift acceleration be solved
by means gf a speciaﬁrshgfter. e

The shifter (see Fi§.l) is a ferrite matrix in which
the information ie simulfaneously recorded on all the ferrites
of the given column, (each matrix column %orresponds to &
certain digit of the recorded information).

A1l the ferrites of each matrix line are transpierced by
o common reading wire., DBesides ihe recording and reading
wires, all ferrites which enter intc one matrix diagonal,are
transpisrced by commen shifi wires.

Iz this mamner, when a reading signal is agplied to a
bus, the number shitted over & cerfain number ol digits in
the direct or reverse code is read out.

The number of spparatus in this shifter is not greater

than in usuel shifting registers, but ite funciional diagram
is more simple.
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ParaJy. CIRCUIT EXECUTION ALGORITHMS FOR COMPUTING
ELEMENTARY FUNCTIONS

mhe calculetion of elementary functions should be includ~
od in the list of main machine oserations adaptable for cir~
cuirt execution may be considere the algorit for the
calculation of function values, developed from the “digit by
digit" algorithms in the following directions.

Direct Scheme. a) Specially selected trial and error codes
are periodically generated by transmitters;

b) The result of the trial and error g:ocedure defines
the method of formation of quantities by t arithmetic
device. These quantities are consecutive approximations to
the value #(x)

Reverse Scheme. The trial and error codes are corsecutively
¥orhod Dy the machine arithmetic device;

b) The value {£(r) is formed on ihe basis of the trial
and error results from specially selected codes which are
periodically generated by the code transmitier.

As elementary machine operaiions for circuit execution of
the calculation of the values f(z) may be adopted:

a) Addition & +¢; 5(; ,
0L

b) addition with shift & *¢; 6, ¢
Ti)e l?t elementery machine operailon may be frequently used
at d,-0;

By a téa; 2t =q (12¢; 2%
Blementary machine operation

g’ - multiplication by the numbers ( /¢, 22") ¢ =91

depending on the results of the trial and error procedure.

It should be noted that any number Z m%y be represented

2" erval (7

with an accuracy up to 27, in the int 2)-Z=T71/1+¢:27¢/
in the intsrval (Q/}—-Z:{? [1-E 27) o
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Let us consider the executior of certain elementary ,
functions on the basie of elementary machine operations @ ¢/

For the functicn 2/% ws start from the present-
aticn

g €62 126,27 (4280 277 )
The trisl &nd error codes have ths following form:
a, =tn (1227) [c<12...,p)
Using ths recurrent relation
-y ¥ ~(yve) (2)
S{/'H B yj"‘fj*f 2" yJ‘

yo ::1 .
btein the circuit of & device comprising an adder
rin:ry code registers and a shifter (eee Fig.%%. ’

Depend upon the results of the comsecutive irial

and errgr &a‘gca culate ¥, ., by the addition of ¢ to
.7 shitted over ¢, digit to the right. At 4% -C we
6/btain the values of functiom,C &¥/*

By means of the reverse scheme, ws can calculate the
fanction y-= €n .

Usipg the periodically gererated numbers (2) and the
recurrert i'elatlon
S L e
X, =X 1602 YL
we mgy determine ¢,
L ~g>%‘” 253’7 / T-Z,,)
where 7., - -2 z;

Depending upon the defined &,-, it is determined
tharrthe ggdegg o perticipates or not in the
formation of the quantity &,r «

For calculating the values of the functions u=t.9.r
it is expedient to adopt the following pmsentatié’n

(i:‘/-:é;“z’ffzxef-...fq}'x}' //"“—'fcfvw,/?/
. L=Tp
tg "E:j‘/ = _’ili'.‘i__._

B/'f{‘
L =awe gt
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4 for the values A,., and S,, the following
}'gcmt'l 'ations valuable tafcs places /7
/ij'r/ = A/ b C.jo/ 2—//’,}5/. .
Ejur f=fi,"—£.j*lc?-{/',}AJ' {/:/"Z',_.)IO} (3)
ﬁc:‘f;“ 8,1 btes HAp  ArE8&r
(with A=#, 5,=4 we obtein Bo " A gz

The values .T, are trial and error codes, on the basis
of which are determinsd the ¢/«

Ejng = Sgn (x- fc: =X er)

Next, by adding the shift (at €., =7 ) are calculated f»s
and ,B/.f% ?3?gat Cjrr=0, FAjer =H; E; ﬂ/" =8;) Ly
and 80 on up to /-0 . For'det%rmmng t9.x it is
mecessary 10 maké the division 5’:—’ .

For calculating the values of hyperbolic funclions may
be applied a rocggﬁre similar to that described for the
exponential function.

Phe calculation of the values of the functionm Yy-cdwiyxr
is made by sclving the equation

6=H-Btyy=0
Phe trial and error procedure is effected for determining _
€j»¢ by the sign of ihe value Gjrs where 6. <A1~ 8 4

1 Hier. apd B+t gro determined by (3)
™™ /-:l,“ andj ZSJ,.., fro/l; relatiors aimilar to (%)

ol e =lje1) ~ .
/’7“’/ = /‘7] *2 B/

A0 844
For carrying cu’ calculations in decimal arithmetic devices,

the before mentionsd algorithms, must be so modified that any
shift to ths right is excluded.

Por the function é/rex the recurrent relation (2)
is replaced by _

{;*Cire 47 (2)
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where Y, -y, =7

For calculating the values 4= T iy ig necessary %o
use ithe recurrent relation similar to (2') i.e,

[P ey g
iy =27 Z; 1 o, X

/
~—~ - 47
X, = o
Then 25 e ol Sy
(2:/'*’ < "z:/ * :t./l

For detecticn of ¢,,s it is pecessary to calculate
Lryled o~
) =Sgn (&2 Z-x;)

59/7 /x—"ri.j‘,
When calcu%aSing the values c¢{ the functiom Y= 79X the
relations (3) are replaced by ‘
ﬂj*/ =3/" ﬂv/‘*é}*’ 8/. (3%)
’B./u =2 é.’/ “C:'.-‘! *’4/ //."' 1¢,.,P).
H=0,6 b=/

Tera.S. SPEEDING-UP CPERATIONS AT MICROPROGRAN
CORTROL
The use of microprogram contrel in digital computers,

presents meny positive features ang also speeda-up machine
operatior.

This is schieved by introducing in the external
alphabet of the machins severa]l sym ols of accelerated
algorithms, included in the executed pregram 83 a character=
istic elementary link,

For other terms, this is achisved by forming new
computing operations which are characteristic for the execu
tad program and ellows to make tpe nost efficient use of t'»
equipment. Such methods of speeding-ug calculations sre
intermediate between the methods considered before and met .
related with tha comcrote pecularities of the progrem,

Phus, the guin in time, in this case, is the difference

betweer the time needed for executing the calculations accor?
ing to standard programs composed of external alphabtet
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operations for & usual wachines and the time for executing
tgg microprograms in the machine with microcontrol. This
differencs is wainly caused by the following:

1. llicrogrograns do not include such operations as
control transfer and memory of certein command asddresses
for matching the main program with subprograms.

2, It is not necessary for mq¥ algorithms to bring
intermed iate results to a standard form, for example,
rounding off and normalization may be onitted.

3, It is possible to match in time different operatioms,
as for example, simultaneously with the addition performed
in the arithmelic device adder it is someiimes fossible tc
regd out fram the memory the digits for the follo
actions.

wing

4, In some cases the specific features of the algorithm
may be used to advantage.

I
As kpnown, the reverse valus may be computed b
the iterative formula x P J

Yoy = Y (2-Xy): (204, L) Y, =%
Let us reglace X by 2X:

Y =LY (i“Xy‘;)

In this form the formula becomes convenient ip that all
the numbers participating in the calculation according to
thieg formula are not more than a unit, rovided 2 limited
interval of X modification is used and the initial

oximation Y, has been afpprognately chosen. (The

tiplication b{ 2 may be performed by & shift or addition
of the number with itself), This allows to make the
calculations with & fixed point. Moreover, no time has to
be sgan’t on the subtraction, a8 |—X¢¥; represents an
additional code X¢; , which at all iterations may be
replaced by a reverse code without loss in precisionm.

It is known that st calculetions according to the
indicated iteration formula the rumber ¢f true signs Y;
is doub]led.with each iteration. Thus, in_ Y; may be left

gttt of highsr digits and all others may be
discarded. This may be used to advantage for reducing the
time spent on multiplication bfy employing ¢; _&e mulii-
ﬂ.liers. The avera.ga pumber of additions in mumltiplications

this case will be equal tofy . The initial approximation

Yo B be computed by the formulas of the iype:
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~18~

y.=ax+§
Yo= o+ (6-x)

where & and & are constants. In this case the time
of multiplication ma also be reduced at the account of the
anall number of dlgi 8. % be considered that as far
speed is concerned the net just considered may compete
vith different methods of dlvlslon digit by digit, including
the accelerated methods, as well, At present when single-
sided high-speed memories of large capacity on pager lists,
have appe g it has becone ossible, by increasing the
number of constants s Irom one approximation polyno-
mial for the elemenf unction to a series of such
polynomials at aeparate intervals.

Let us assume that the function value is to be determinec
at the interval O€£X<£4 We divide this interval m two
equa.l ones by their length, a.nd in each of them e

proximation of the function by the polynomial in the A
%'ree. For each X the group S+4 of constants will be
rmined according to the of the highest digits of the
« The lowest N-~ ta re esent the difference
Ax between X and the ne lo'es table value of the
argument. The approximating fOl ynomials are calculated by
the Horner diagram with S multiplications

Obnously, in the polynomials, represented in this way, the
coefficients Q. As,.. ,dy as may be exeresse .withou "an
exact m.lber of di§1ts. Al the valueu ‘ after
the point have not less than ¢@; geros, i.e., the number
of slgnif{cant ﬁigits which they contain’is nol more than
u-q, co uentl he coefficients Q; way have not more
I} eant dig‘lta. The advanta of this method
nial regresentat on appears at muliiplication,
the fact that these values may be ta en with an
nnconplete mmber of significant digits.

It may be easil seen that the firsi multiplier containe
on the average (N~ umts, tln second ,‘[n. q(s-1]
units and the Iast i units. Thanks to this, the
calculation of the po ynonial is considerably accelerated.

The a.nalyeis f the methods for calculating the element -
ary functions +. €nx, SinX. tgX, ancsinx, aretgx
shows that rovide ‘s 1§ht nodiflcatlons and additions are
brough he usual arithmetic device it may be used for
the execut ion of these methods. Thus, for computing VX
it is necessary to provide an output in ihe control device of
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the last digit of the order, and the poesibility of hi
recording and adding coanstants in thepgrder addgr. gh-speed

Under thess conditions, the speed of calculation of
elementary functions in the arithmetic device controlled b
a microprogran of an appropriate arrangement is increased by
several itimes,

Thus, the cantrol by microprogram ezsures the ssibility

gﬁenﬁtc ngfficient usd of all executive organs contained in
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MACHINE TRANSLATION METHODS AND THEIR APPLICATION

T0 ANGLO-RUSSIAN SCHEME

J.K, Belskaya,

Academy of Sciences of the USSR

In this paper an account is given
of a scientific research which

has resulted in devising an algo-
rithmic procedure for wachine
translation of different langu -
ages into Russian /I/.

Methods evolved for translational
purposes are explained, the Anglo-
Russian scheme being chosen as an

illustration of their application.

I, INTRODUCTION

Research in MT metheds, which are outlibed below,was started
late in 1954 on the initiative of Academician A,S, Nesmejanov, Pre-
sident of the USSR Acadeay of Scisnces, The first experiments in MT
from English into Russian were carried out in December, 1955 /1,2/,
which terminated the first stage of the research.

Soms of the principles on which our research is based were put

forward in earlier publications, among which a paper published in
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RESEARCH, October 1957 /3/, can also be mentioned.

Since then considerable progress has been made towards ad- - ia-
te formulation of the method, We are now in the position to s:,
that the second stage of the research has recently been complete ' ,
in the course of which the suggested methods were shown to bhe of
general applicability, fer which purpose these methods were ex -
tended to cover MT from languages differing from English in struc-
ture as much as Japanese, Russian, Chinese and German /4/.

As to the Anglo-Russian scheme of MT the research here has
reachad a stage where complete grammatical analysis at a bilingual
level as well as rearrangement of most important types of English
jdiomatic constructions can be accomplished, grammatical modifica-
tion of the Russian translation (which indeed is the simpler part
of the problem) being rerformed by an independent set of routines,
termed Russian Synthesis.

In addition to this, the progress ir Anglo-Russian MT has ta-
ken the form of considerable growth of the volume of words now en-
tered into the MT dictiomnary. More than 2000 werds are stored in
the English section of our multilingual LT dictionary, a still grea-
ter number of Russian equivalents being stored in its Russian sec-
tion. The dictionary thus is made to cover different fields of ap -
plied -athematicsl/.

To complete this stage of research a large-scale test of the

Anglo-Russian sheme has been carried out, 100 samples (which

1/ participants in this work were G.A. Tarasgova, whose contribu-

tion t> thecompilaticn of the Anglo-Russian Dictionary 1is most
valuable, and L.M. Bykova.
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amounted (¢ 3000 sentences) of 'unknown text' were selected at ran-
dom from different English authors, and translated into Russian in
strioct accordance with instructions provided by the MT dictionary

1/

and tranglational routines ', The ten persons chesen to carry out
the experiment had ne knowledge of English nor had they any pre-
vious experience with the tasks requiredz/.

It emerged from the text that the scheme is very effective at
dealing with all gorts ef texts restricted, lexically, to applied
mathematics, whereas grammatically no limitation as to type of the
written text has been found necessary. 1 or 2 words per printed pa-
ge 18 the average for 'unknown' words with the present size dictio-
nary, which makes the translation quite adequate for understanding
/See Tables Nos 1,2,3,4/.

For this reason as well as for reasons of preserving the pro-
posed senies of MT dicticnaries strictly specialized as to [field,
we are not inclined to‘increase the volume of words in the present
dictionary, but rather proceed with compiling med.ium size (say,
2500-3000 words each) dictionaries for various fields. This indeed
will be our occupation at the next stage of research,

Translational routines for Anglo-Russian MT being final achie-
vement of the recent research, it seems very reasonable, 1n the
present communication, to lay particular stress on discription of
translational routines for vocabulary and grammatical analysis of

the English sentence. As to the principles on which MT vocabulary

1/ A.I.Martynova was engaged as superviser in the testing procedure

2/

Several samples translated in this manner are given in Tables
Nos., 1,2,3 and 4,
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is based, the reader is refer: .. to our earlier publications /3/.

2. GENERAL CONSIDERATIONS. APPLICABILITY OF MT METIHODS.

0f two mosi general MT problems - those of possibility of ma-
chine translation and of its applicability - the former has alrea-
dy been resolved, both theoretically and practically, whereas the
latter problem still remains open for discussion. The objective of
the present research is to prove applicability of MT methods to
any sphere of language.

To date, it 1is only within the l1imited sphere of scientific
writing that the applicability of MT methods has won general re-
cognition. As to other uses of MT, most czachine translators are
inclined to feel very doubtful /4/.

Nowever, thLe majority of restrictions imposed on MT applica-
tion, when analyzed, turn out to be due to a very strong inclina -
tion on the part of investigators to describe the translated lan-
guage /sourse language/ in tervs of correspondence to soue other
system, say, another language, Oor a group of languages, or science
other than linguistics, especially logics or particular fields 1in
mathematics. The possibilities of MT are discussed then as depen -
dent on common elements 1in the compared systems. These elements
may be more or less numerous, yet abhsence of complete correspon =
dence between the systems, which is usually the case, inevitably
brings about limitations to the scope of nT, Thus, application of
machines to translating literary works of art has more than once
peen declared as absolutely rulea out (see, for instance, Ref.4.
p.42).

In our opinion, it seems very reasonahle to expect that these
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limitations can easily be eliminated, should the problem be forwmu -
lated in a different way, namely, 'whether it is possible, within
any language existing, to give formal description to any of its
multiple spheres, individual as they may seem?'

This comes to the sam2 thing as saying that the applicability
of MT depends on whether it is possible to identify the implicit
set of rules governing this or that particular sphere of language
applications, be it as narrow a sphere as, say, Wordsworth's poet-
ry, and, further, vhether these rulet can be formulated into a for-
mal set.

Apparently, every piece of writing (insofar as written langua-
ge if discussed) can be analyzed on these lines within the sphere
where it belongs, and a set of rules for such anrlysis can be laid
out, It 1s essential that these rules should ke formal all along
the line, Yet this is no olstacle either, since language is but a
formal system of specific character developed by wman to give commu-
nicative experession to his mental activities, As a consequence of
the foregoing, it is immediately obvious, that problems posed by
stylistic peculiarities of literary works of art can satisfactorily
by resolved, if treated on tiie lines suggested above, i.e, within
the sphere where they belong.

In this light, the supposed ‘'principal inforwalizability' of
poetry (See Ref.4) should be rejected. Contrary to this supposition,
poetry, as indeed any piece of literary art where formal eleuents
are of no winor importance, is particularly susceptible to machine

translation, in this sense.

This assumption has partly been justified on empirical grouiics,
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that is, by experimental translaticn of passages from Ch.DickensI(
J. Galsworthy, J. Aldridge and kdgar A, Poe. /See Tables Nos 2, 3
and 4/. It is our firm belief, that furter investigations

will completely eliwinate the restrictions imposed now on MT,applio

cation.

An adequate description of a language, as indeegof any parti-
cular sphere of it, should finally aia at establishing within the

analyzed system a set of correlations of the following type-

(means ——= effect], by which the correlation of linguistic means

and their meaning (effect) is inderstood.
Taken in its most general senee, the translational problem is,

in effect, the problem of equating the aforesaid correlations of

one language with those of another,
The procedure can symbolically be expressed by the following

chart (See Fig.Il.)

leansl-:::’: effectl

11
effecté::::meansz ,

Fig.lI.
L
where 'effectl' and 'effectz' are identical whereas meansl' and

'-oansz' differ,
1ln the course of this substitution cf one language for another,

transposition of semantic content from one language to another is
realized.

In conclusion, a final word must be added on the problem of
MT‘prerequisites. These do not rest upon the existence of common
basic elements in languages, as 1is often pointed out, but rather

include the following two factors:

4 Illustration to be found in Reference /3/.

6
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I. langnage in itself is but a system of formal means by which

cownmunication of meaning is effected;

2., all language systews existing are so developed as to express in
their particular ways any shade of meaning.as well as various
emotional effects,

When falling back on our symbolization, this comes to saying that

the number of 'effects' in any two languages is equal, which makes

the corresponding systems of 'means' fully comparable, through
their 'effects',
Since language systens are formal , any application of them

can be provided with a description programmc:ble on a machine.

d. A_SHORT OUTLINL OF TRANSLATICNAL ROUTINILS,

General procedure covered by translational routines can be
broken down into ihree independent steps, these being:
I. Vocabulary Analysis of the source langunage for which purpose

MT dictionary and a set of dictionary routines are used;

I1. Grammatical Analysis of the source language for which purpo-

Se Analysis routines are devised,

ITII. Grammatical Synthesis of the target language for which ends

the same set of Synthesis routines is applied to the

text. translated from different source languages,
To make the outline concrete, the translational routines will

further be described in their Anglo-Russian realization 1/

A. Dictiomary Analysis,.

Dictionary Analysis of the English sentence starts with

1/ Complete list of translatiun.l routines given in the order of
their application to be found in Table No 8.

7
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scarching every word of the text tn MT dictionary. The first
dictionary routine to be used here is that of transforming words
of the text into the standard forms listed in LT dictionary (See
Table No 5).

Thus 'wanted' will be transformed into 'want', 'stopped' in-
to 'stop', 'coming' into ‘'come', 'lying' into 'lie','copies'into
‘copy', 'bigger' into 'bis', etc,

Wiien dictionary search is conpleted, another routine 1is ap-
plied which concerns itself with the words that for various rea-
sons have not been found in the dictionary. These are termed,
‘unknown words', beocause their lexical equivalents remain unknown
throughout the translational procedure, Yet, for the forthcoming
gram:atical Analysis, it 1s essential that grammatical qualifi -
cation of the 'unknown words' should be obtained,

It is impossible to foresee every word in every text of a
language or even of its particular sphere, since some of then may
be occurring for the first time in the language, not to mention
quite a number of more trivial reasons,

NMowever, the 'unknown words' do not affect the translation,
so far as grammatically they have been classified. To meet the
latter problem,a very important routine, that of classifying ‘'un-
known words' into 'parts of speech' has been devised, where exten-
sive use in made of morphology and syntax of thcse words,

Another category of sentence constituents which undergo pre-
liminary grammatical analysis in accordance with a dictionary
routine, are the so-callecd 'formulas', by which various symbols
used in different sciences are understood. Syntactical function

of every 'formula' in the sentence is dc¢fined in cccordance with
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a spacial routine.

So much for the wnrds and symbols not found in MT dictionary.

In addition to lexical equivalents, words found in the dic -
tionary are provided with information (termed 'invariant characte-
ristics') which is partly grammatical partly semantic in character.
For more detailed discription of this informaticn the reader is
referred to our earlier publication /3/. The only thing that nced
be montioned here, is that within the'invariant characteristics'
obtained from the dictionary final and preliminary inforwmation {is
distinguished, Information is considered final for dictiiovnary cyc-
le when lexical equivalent of the word is included. Instead,preli-
minary information of the word is restricted to the indication 'ho-
monymous' or ‘'polysemantic'.

opecial routines have been devised to deal with homonywous
and polysexantic words, the analysis of former words preceding
that of the latter,

The four types of 'Homonyms' analyzed by the routine, are
those of ‘abjective-noun' (Homonym I),'noun-verb' (Homonym I},
‘verb-adjective' (Homonyn3d) and of 'preposition-adverb' (Homonym 4)
Among Homonyms I, & more complicated sub-type is distinguished,-

that of 'adjective-noun-verd' (Homonym I Complicated). See fig.

e

Cp.: CHECK: I. adjective = KOHTPOAbHbLIU
2. poun - KOHTPOAD
3. verb - 'polysemantic'

SQUARE: I. adjectiive KBAAPF\THbH:!

2. pnoun - 'polysemantic';
3. verb - B803BecTwn B KBAQPAT
Fig.2.
9
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1n specifying .iomomyws 1, 2 and 3 a combination of morphologi-
cal and syntactical analysis of the vord 1is used. Thus, any inflec-
tion (except for ER or EST) identified in Homonyms 1 or 3 makes
‘adjective' an impossible alternative, just as LD or ING inflexion
in Homonym 2 cross out 'noun' solution, These are morphological cri-
teria, which do not, however, find as widec an application as syn -
tactical analysis does in view of scarce inflections in English,

The information liomonyms acquiredin the course of this analy -
sis may or may not be final for the dictionary cycle, since some of
them are provided liere with the indication 'polysemantic' instead
of lexical equivalent(See Fig.2.)

Total number of polysemantic words stored in our dictionary
amounts to 500 words.

Determination of multiple meaning is performed by specifying
typical contexts of polysemantic words in acordalice with a special
routine which concludes bDictionary Analysis of the English sentence

Since basic principles of this routine have been discussed el-
sewhere (See Ref.3), we do not propose to dwell on them here. Howe-
ver, to make this paper comprehensible on its cwn, two illustrations
of context analysis of polysemantic words have been included (See
Tables Nos. 6 and 7). For details and the background of the method,

the reader is referred to our earlier publication (3).

B, Grammatical Analysis.

Graumatical processing of a sentence is broken up into two in-
dependent steps, these being Analysis and Synthesis, The latter 1is

the simplest of the two, for which reason it is not here that the

I0
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main interest of the problem lies. So far, the discussion of Synthe-

sis will be restiricted to a few general comments.

Synthesis routines provide rules for grammatical modification
of the translated text in accordance with grammatical information
obtained in the course of the Analysis of the English original,

The most important peculiarity of Synthesis routines is their
non-comparative nature, which means that rules of word-changing,as
well as certain rules of word-building, are formulated strictly
within particular target language. 0. ing to this, the same Synthe-
818 routines can be applied to sentences translated from different
languages.

However, Synthesis requirements are inclined to increase in
case these rcoutines serve multi-lingual MT purposes.With multidin-
gual MT in view, Synthesis routines should be:

I, EXAUSTIVL in descriting target-language word-changing systen,
since grammatical rules with no application in MT from one lan-
gcuage may become vitally important when the source langauBe 1is
changed;

2, INFAILING in carrying through any 1instruction obtained from
the Analysis of the source language, which makes necessary pro-
viding every ‘'non-productive' categery of the target language
with a 'preductive' grammatical eguivalent,

So far, the problem of grammatical equivalents within a
language, theoretically, stands out as most important for Syn -
thesia in MT,

3. Synthesis routines should be INDEPENDENT of Analysis, since the

latter may be very different for different languages.

11
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Unlike Synthesis, ‘'independent' Analysis cannot be recommeind-
ed, for this would not at all help to make it economical. Analysis
problems being numerous and important scientifically, they indece:i
deserve special discussion which is given below,

English Analysis 1is covered by six routines, which are appli-
ed in the order indicated in Table No 8, In view of lenghthlimite-
tions of the present communication the discussion is restricted to
general outlire of most im, ortant Analysis routines, among which
'Verb'! and 'Syntax' stand out as routines playingthlmypart in the

whole precedure of Analysis.

BoIke'Verb Analysis' routine is diveded into five sections,

the firsi section being compulsory for every verb of the sentence,
whereas of remaining sections only one is employed for each type
of the analyzed verbs,

In Section I verdb selection for further analysis is performed.
Among words picked out for analysis in this routine are those
possessing the indication 'Verb', so far as they do not have any
of the following indications: 'to be Disregarded (D)','Not to be
Changed' (NCh), or (Russian) indications 'Participle’, 'Verbal Ad-
verb' or 'Verbal Noun', Check-up for absence of these indications
is meant to exclude from further analysis those of the verbs that
have been elsewhere provided with characteristics that satisfies
Synthesis routines.

In addition to verb selection, correction of certain verb in-
dications is envisaged in Section 1.

Among verb indications liable to correction are those of ten-

I2

Approved For Release 2009/04/30 : CIA-RDP80T00246A007100050002-6 ~



Approved For Release 2009/04/30 : CIA-RDP80T00246A007100050002-6

se with verb-predicates in if-clauses and of case government with
link-verbs, as well as some uore particular indications. Analysis
of homorlymous forms, such as Past Indefinite and Subjunctive, of
irregular verbs also belongs here,

Check~u: r grammatical context 1mplying correction as
possibility = performed both when one ol the above-mentionea in-
dications 1is ascribed to the analyzed verb in the dictionary and
when it is about to be developed in the course of further Analy-
sis.

Preliminary Check-ups of Section I are followed by verb ana-
lysis proper, for which purpose the analyzed verb is sent to one
of the four different sections, differences in morphological
structure of the verb being decisive in choosing the section.

/
Thus, verbs with S-edingl'

are sent to Section II,verbs with ED-
ending, as well as certain forms of irregular verbs, enter Sec-
tion III, verbs with ING-ending are directed to Section IV,whe -
reas verbs not inflected are analyzed in Section V.

Grammatical qualification of 'S-verbs' in Section II depends

on whether S stand out as the only ending of the verb, or another
ending (usually ING) is associated with it, In the latter case ,
the following indications are developed for the Russian equiva -
lent verb: 'Verbal Noun; Neuter; Plural', which ioply further

analysis by the 'Noun' routine at the proper time.

1/ The terw ENDING is applied to affixes following the stem of
the word, whereas affixes preceding the stem are call. d RE-
FIXES,

N ote, that the tesm AFFIX is restricted to those for-
Datiswes that are used in word-changing, whereas, formatives
used for derivation are termed SUFFIXFS,

I3
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When 8 1is the only ending, Engiish characteristics of the vert
(Predicate in the Present Indefinite form) is transformed into

Russian indications, but not without checking-up for correction
conditions (See above), Resultant characteristics is 'Predicate’,
associated with either 'Present' or 'Future tense', Number and Per-
son (or gender for th:. Past tense in other cases) of the Russian
predicate remain not defined until the subject of the Russin sen-
tence is determined,

The analysis of 'ED-verbs', i.e, verbs with ED-ending and cer-

tain groups of irregular verbs, is performed in Section III, +here

syntax definitely takes precedence. The four main patterns of gram-

matical verb contextanalyzed here are indicated in Table No 9 as

Patterns I: Ia,Ib, Ic, 1d;

2: 2a;
3: 3a, 3b;
4: 4a, 4b, 4c,

Noteworthy is the fact, that contex analysis of a word implies,
in all cases, observation of 'Rules of Word Selection', These ru-
les are based on classifying all the words in a sentence into three
categories, which are:

I, words of third-degree structural significance, where particles,
adverbials, parentheses and coordinatedl/ parts of the
sentence are tincluded,

II. words of second-degree structural significance, where diffe-
rent words and word groups belong, so far as they are pla-
ced in the attributive position towards some vord of a sen-

tence;

1/ The term COORDINATED is applied to those parts of the sentence,
which are introduced by a coordinating conjunction or panctua -
tion mark,

I4
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J1i, words of firgst-degree structural signiticance, which include
words not identified as belonging to either of the two
Previous categories,

Through application of 'Rules of Word Selection' in the cour-
Se of searching rTocedure all words of leaser category than the
word searched are omitted, chier constituents of the grammatical
pattern required being thusg singled out,

This is not the pPlace to give a detailed discription of all
the processes involved in the analysis of verb patterns in Section
III, For thisg reason, the discussion will be restricted to just a
few comments on patterns that bring about the most interesting sSo-
lutions. They are Patterns I:Ia, Ib; and 2:2a,

Among different solutions of Pattern 1:1a noteworthy is that

of transforming English construction of Mopdal Pagsive,

Modal Selected Verb Analyzed
i.e. + indicated + ,
Verb 'Auxiliary I Verb
(BE)

into Russian Active Compound Predicate,

Modal Analy zed
i.e. Verb; + Verb,
Impersonal Infinitive,

the transformation being associated with conversion of knglish
subject into Russian Lirect Object (See Tables Nos.I0O ang 12),
Pattern 2:2,5 is provided, among other solutions, with that of
transformation of Engligh Complex Object Construction into Russian
subordinate clause,
Resultantcharacteristics developed for the verbs analyzed 1in

section III include both morphological and Syntactical information.

IS
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Of syntactical indications only 'Predicate' and 'Atiribute' are
fixed here, tho former being associated with morphological indica-
tiomof mood (Indicative, Subjunctive and Infinitive are develop -
ed here) of tensc {Present or Past) and voice (both \ctive and Pas-
sive are here developed).

The indication'Attribute' is accompanied by morphological in-
dications of 'Participle', tense(Present or Past) and voice (Acti-
ve or Plassive).

ING-forms of the verbs are cdefined is Section IV, where the

same verb patterms are analyzed, though important chanzes in their
value affect the order in which they are searched here.

Pattern I:Ib disappears, whereas Patterns I:1d and 3:3a, 3b,
are much wider represented here, the former pattern being compli -
cded by differentiating quite a number of semantic groups of verbs
significant for the Analysis. These groups are Nos I to II, ctass
1, and Nos 2,7,9,21 and 24, class II (Sce below).

There are some differences in modifications of Patterns 4:4a,
4b. To cowplete the picture, another two patterns should be men -
tioned, which are here introduced. They are Patterns 3:3c and 5:5a

The resultant choracteristics of the Russian equivalent verbd
include one of the following sets of indications: I) 'Verbal Noun,
Neuter'; 2) Participle, iresent tense, .ctive voice; Attribute’;
3) 'Verbal Adverb, Presesnt (or Past) tense; 4) 'Not to be Transla-
ted (NT), to be Disregarded' (D). In addition to these, 'Infiniti-
ve', 'Subjunctive' or 'Indicative mcod', with the corr sponding
set in indications, i3 developed #n case the analyzed verhb takes

it. characteristics from some of the 'sclected (helpin~ words' .

I
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Verbs not inflected are analyzed in Sectiomn V, Verb Patieras

I:1a, Ib, Ic¢, 1d are replaced here by I:Ie, If, Ig; Patterns 2:2b,
20 are added to Pattern 2:2a, which, in its turn, 1is greatly enlarg-
ed., Patterns 4:4a and 5:5a disappear; instead, Pattern 4:4c increas-
es considerably, and Patterns 5:5b-I, 5b-2, S5b-3 are introduced,

Among different solutions of Patterns 5:5b-I and 5:5b-2 at
least those two are worth special mention, which deal with transfor-
mation of the Engiish constructions of Complex Subject and of attri-
butive Infinitive into the Russian complex sentence or subordinatc
clause, accordingly.

The rssultant information here includes the indication of Infi-
nitive, Imperative, Subjunctive or Indicative mood, with the indica-
tions of tense (Present, Past or Future) and voice (Active or Passi-
ve) attached in case of the Indicative mood. The only syntactical
indication fixed here is 'Predicate’,

Verb analysis in different section of the routine is based on
the classification of the verbs, devised to characterize English
verbs both within the Engiish system and with regard to the Russian
translational traditions,

Within the English language verbs are classified into f'MODAL'
and ‘HALFP-1ODAL (help, dare), AUXILIARY and 7 sub-classes of HALF -
AUXILIARIes, CAUSATIVE (cause, enable, make, order, command, etc.),
DECLARATIVE (declare, call, label, report, etc.), Verbs takin  two
Objects (give, offer, permit, etc), aso.

To meet the requirements of the Russian translational tradi -
tions, verbs are divided into classes and semantic groups, To date,
53 groupsof verus have been established.., These are summarized into

i7
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three classes, the first two classes comprising verbs having trans-
lational peculiarities in finite (class I) or infinite (class II)
forms; class II1 covers more complicated cases,

The 'Verb Analysis' routine is applied until every verb of the
sentence 1s provided with all the grammatical information required
in the Synthesis routines, except for the indications of number,
person (or gender) which are not defined until the subject of the
Russian sentence is established,

Noteworthy is the fact that the information obtained in this
routine is not restricted to the analyzed verb, but is extended to
cover the information,available at this stage of Analysis, concerning
‘gselected' (helping) words (verb, nouns, adjectives, aso.) and pun-
ctuation marks., Moreover, quite a number of transformations in sen-
tence structure are introduced here, which include change of word-
order, inserting necessary conjuncions and other words or punctua-
tion marks, etc. These are transformations associated with the tran-
slation of Complex Subject and Complex Object, Attributive Infiniti-

ve and Gerundival Subject, as we:l as some other verb constructions.

B.,2, The 'Verb Analysis' routine is followed by the routine

devised to analyze the punctuation marks of the English text with

the exception of those terminating the utterancel/

1/ Note, that cur application of the term UTTERANCE is at variance
with its usual applications., A piece of text, teminated by full-
stops, exclamatory or question marxs, we call 'utterance', in
order to distinguish it from the SENTENCE, by which only a s$imp-

le sentence is understood, i.e, a sentence containing not more
than one non-coordinated predicate.

I8

- Approved For Release 2009/04/30 : CIA-RDP80T00246A007100050002-6 e -




Approved For Release 2009/04/30 : CIA-RDP80T00246A007100050002-6

The analysis here serves two ends, One is to establish the
'English function' (i.e, a function within the English text) of
every punctuation mark, the second aim being their ‘Russian func-
tion', by which their Russian correspondents are understood.These

functions may or wmay not coincide., In the latter case, both Eng-
lish and Russian indications arec developed. Thus, commas marking
out a prepositional phrrase, obtain English indications CP (Comma,
Parenthetical), associated with Russian indications CDR (Comma, to
be Disregarded ir Russian), as a result of which this comma will
not appear in the Russian text,

There are cases, when English punctuation marks should be
neglected in the course of English Analysis, though rendered by
the same mark in the Russian text. This is achieved by developing

theindication CD (Comma, to be Disregarded in English).

B.3. The 'Syntax Analysis' routines succeeds the Analysis of

Punctuation Marks, since it is essential that the information
which can be obtained in both previous routines should be availab-
le here, The analysis is carried out by three cycles,

In Cycle 1, Parentheses, comparative AS-phrases and Attribu-
tive word-groups, with a participle, verbal adverb or adjective as
chief constituent, are marked out by means of appropriate qualifi-
cation (and insertion, when necessary) of punctuation marks., This

qualification includes the development of indication Crb/e

/e

(Comma,

Parenthetical, beginning/end) and caP
ning/end).

(Comma, Attributive, begin-

Attributive groups are not isolated until prelicinary check -
ups for certain patterns of grammatical context have been carried

out, Among these patterns are the following three (Sce Fig.3l):

I3
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I. Preceeding

is CAb
word
2. Preceediug
word is Noun ..cccceeesccecsscesssss (on condition. that
it is associated
3. Following ith rattern 3)
word is /3a. ’reposition; (may or may not be
/ associated with
¢3b. Conjunction Pattern 2),
Z /or Conjunctive Word/;
é3c Punctuation lark (PM);
7
23d Verv indicated 'Parti-
7 ciple, 3Short form',

Fig.3,

Practically, 1isolation of the above-mentioned word-groups comes to

establishing tieir right boarder (&nd'), since the left boarder

( 'beginning') in these casescan easily be associated with the chief

constituent of the construction,

The 'end' of the isolated word-group is searched to the right

of the chief constituent nntil the nearest following

or

or

or

or

a)

b)

c)

d)

e)

cA®

Noun with indication
(or conditions of)Subject

VERB with indication ‘Predicate’;

Conjunction without indication 'coordina-
ting';

Punctuation lMark without indications CP
or 'b' ('beginning'),-

is found. It is essential that the search should be performed in the

order indicated above 1_/

1/

les of Word 8election'

tines,

Mind that wherever following or preceding words are searched,'Ru-

are strictly observed in the Analysis rou-

20
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In Cycle 11 sentence boarders are established by checking up the
utterance for the resence of

I) Ccn junctions with indication 'Inhomogeneous'(Cl);
and/or.....2) Con junctive words (nouns or adjectives);

n e.see3) words with indication 'Initial’;

" eseessd) two (or more) Predicates within a passage terwinated
by sentence boarders already established;
a) immediately following each other,
b) not immediately following each other;

" ceesse53)two nouns following each other, bhut not joiniug in a
'lawful' combination,

A very detailed analysis of every pattern is carried out in
the order indicated above, Ordirarily, sentence boarders do not ac-
quire the indications SB (Sentence Beginning) or SE (Sentence End)
at this sta.e of the analysis, but for two cases:

a) when pattern analyzed is

CI Adjective / Absence
+ +
'of condition' indicated of ;
'Predicative! Woun [/

b) when two conjunctions follow each other,the latter being provided
with a correlative conjunction or coujunctive word.,

At this stage of the Analysis certaiin changes in the structu-
re of the Russian text are also provided., In this conneetion, wmen-
tion should be made of the insertion of the conjunctive word 'X0TO-
PHIl (with appropriate indications) in case 1t is omitted in the Eng-
lish attributive clause (Patterns 4 and 5),

In Cycle 111 infcrmation obtained by this time is used to qua-

lity sentence-boarders as indicating 'Beginning' or 'End' of the

1/ See above our .efinitiocn of the terua.

21
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sentence inserted witiuin the boarders of another sentence., Among
other more particular cases thatd thesentences where subject and
predicate are separated by an attributive or other subordinate clau-
se, 1is analyzed here. Initial, middle or final possgition of thqﬁon-
predicative piece of the broken sentence is considered decisive for
t.e order in which they are dealt with,

Boarders of the sentences which have not been recogniged as
'‘ingertions' within other sentences are qualified as SD (Sentence
Division), since neither 'Beginning' nor ‘'End' indication is consi-
dered necessary here.

The information obtained by application of the *'Syntax Analy-
sis' routine is extreuely valuable, as long as syntactical units for
further Analysis are marked out, Nouns, Numerals and Adjectives are
analized within these units, the order in which Syntactical units
are treatec being as indicated below;

I. Sentence (minus all Plarenthetical and Comparative or Attributive
word-groups) ;

2. Comparative and Attributive word-groups (minus Parentherical
word-groups) within this sentence;

3. Parenthetical word-groups within this sentcnce;

4, Next Sentence (minus all Parenthetical and Comparative word-
groups) ;

Step 4 1s again follcwed Ly Steps 2,3,4 aso., till the last sentence

is looked through,

B,4, The 'Noun Analysis' routine is devised so as to cover the

analysis af wo word-dasseal, :hich are Nouns and Numerals. The so-called
‘ordinal numerals' being qualified as Adjectives/5/, only cardinal

nuuerals are termed Numerzls here. These are not entered into the

22
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class of Nouny owing to their morphological peculiarities.

The routire 1is divided into two parts, the development of CASE
indicatiaon being the target of Part I, whereas in Part II the indica-
tion of NUMBER is developed, The two parts differ in scope as well as
in m.thoﬁ.

In Part I, where both Nouns and Numerals are treated syntactical
methods are used, since qualification of nouns inflected with "'S'",
* ¢ " or "JIAN" has been achieved at an earlier stage (See Table No 5)
firammatical context of the analyzed Noun or Numeral is checked up for
the presence of some °‘governing' or ‘coordinating' element preceding
the analyzed word, Prepositions, verbs, verbal nouns and numerals be-
lohg to the 'governing' group, whereas conjuctions and punctuation
warks with indication 'Homogeneous' or conjunctionsof comparison are
oongidered 'cocordinating', In both cases the indication required 1is
raken from one of the preceding words, either governing or coordinatel
with the analyzed one. If neither 1s the case, other patterns are
applied, Special attention is gilven to Conjunctive Nouns,

As to Part II of the routine, Nouns ore the only class of words
analyzed bhere, wmorpholasgical methods providing the most important in-
formation for develoring the indication of number, Ifthe word is 'in-
rlectedi/ ths pumber is defined as 'Plural', otherwise syntactical
methods are applied.

Mention should be pade of the fact, that pcatterns of grammatical

conteaxti are solved here so as to reflect the peculiarities of Number

1/

See Notes on Table Ho 5.

23
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and Case forms in the English and Russian languages, Thus,

with number indicetions, differences in classifying nouns into
'‘countables' anid 'uncountables' in Englisli and in Russian are ta-
ken into account., Among other idiomatic constructions in Russian
that of 'Numeral + Noun' combination, where the Numeral has retain-
ed the old 'dual' government, sihould be pointed out, Certain pecu-
liarities in Russian verb government are also given consideration,

Syntactically, Nouns and Numerals are classified only when used

in the function of an Atribute or Subject of the sentence,

Bs5., The 'Adjective Analysis' routine comes the last in the

series of English Analysis routines which develop grammatical in-
dications to be used in the Russian Synthesis routines., Information
acquired of the Adjectives (and Participles) of the text includes
the indications of gender, number, case, degree of comparison and
short/full form. In addition to these, the indications of 'Substan-
tiviged' or 'Adverbial Adjective' are developed,

Preliminary ckeck-ups for the absence of indications required
are followed by testing the morphological structure and syntactical
environment of the analyzed word, The main interest of the testing
procedure lies in finding out whether the analyzed word is placed in
the attributive position towards sowe noun of the sentencel/. If the
search is positive, it becomes very important to pick up the right
noun,which in some cases im not a very easy task,

Another important search is aimed at establishing a predicati.e

position of the analyzed word, Finally, 1f the search is negative,

1/ Sometimes it can be a noun of another sentence, as infkcase of
conjunctive adjectives.

24
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the word is qualified as 'Substantivized’,

3,6, The 'Changes of Word-Order' routine is meant to give a

'final touch' to the translated text before the §ynthesis routines
are applied.

English patterns of wérd-order which do not correspond to Russi-
an patterns are recomposed, It is remarkable, however, that these re-
compositions are mostly of local character,

The most important changes of word-order, perfomed in accordan-
ce with this routinel/, are due to the difference in the position of
attributes expressed by nouns or noun combinations (See Tables No 11
and 12) as well as in the expression of negation in the English and
Russian languages,

Other changes are of no particular importance.

4, CONCLUSIONS.

The heart of the whole method suggested above lies in the most
careful discription of every language included in the MT system, a
very detailed subsequent comparison of these descriptions being the
basis of AT research,

The comparison of the English and Russian languages in the cour-
se of MT studies has proved to be more fruitful than could have been
supposed, insofar as the structure of these languages has been found
strikingly alike, up to a great many details. For this reason, an
attempt was made to work out an Anglo-Russian LT scheme where maximum

similiarities found in the structures of the two languages

1/ Certain more specialized changes of word-order are performed at
an earlier stagce of Analysis (See above: Sectioms B.1., and B.2).

25
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would be made use of,

Owing to this, structural transformations of the translated
text have been restricted in the present scheme of MT to such mi-
nimum as omittance and insertion of just a few ‘helping' words or
punctuation marks and a few (local) changes of word-order.Neverthe-
less, the translations thus obtained are quite adequate for under-
standing and do not require post-editing,as can be seen in the

samples cited below (See Tables MNos 1,2,3,4)

26
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attad,mei 2o B

APPENDIX

Nomes on TABLES Nos 1,2,3.4

1. SAMPLES OF TEXTS TRANSLATED 1IN STRICT ACCORDANCE W ITH TRANSLATIONAL
RouTiINES DEvVISED For MT ape civen in Tasies Nos 1,2,3,4. Woros
UNDBRLINED WERRE EITHER NOT FOUND IN THR MT picrioNaRY AT ALL, OR
THREIR MBANINGS WERE DIFFEREBHT FROM THOSE RBQUIRED N THE PRESENT
TEXTS.

Nores on Tasie No 5

1.™E poutine OF 'Arrix DiscarDing AnD VocAauLary SearcH'is civen N
Fue in TasLe No 5. THe ROUTINE DOES NOT INCLUDE:

0) RECCNSTRUCTION OF IRREGULAR VERB FORMS, AS WELL AS CERTAIN
IRREGULAR FORMS OF NOUNS, NUMERALS , ADIECTIVES AND ADVERES,
sTorep IN THE MT DicTiONARY

b) ANaLYSts OF cONTRACTED Forms, such as .. 'I1” “..0d” “. )"
NI *we'd” "he’S"” evc., SINCE THESE ARE NOT CHARACTER-
I$TIC OF SCIENTIFIC TEXTS.

2. AS SOON A8 THE ANALYZED WORD iS FOUND IN MT oicTionarY iTIS
REPLACED BY ITS VOCABULARY FORM,!INDICATION P INFLECTED' BEING
DEVELOPED IN CASE THE DISCARDED AFFIX BELONGS TO THE STARR
ED AFFixes.

3. INpicATION PM (8 GIVEN ONLY TO THOSE PUNCTUATION MARKS ,WHKN
ARE MEANT TO BE ANALYZED BY THE 'PUNCTUATION Marks Analy-
sis’ ROUTINE,

Nores oN Tasies Nos 5,6,7

1. TWO EXAMPLES (OF CONTEXT ANALYSI® CARRIED OUT BY THE,pOLY"’
SEMANTIC WoRD ANALYsIS’ RoUTINE ARE GIVEN IN TABLES Nos 6 anp 7.,

2. THE FOLLOWING SYMBOLS ARE ACCEPTED 1M THE ROUTINES: A(B,C)means

PASSING ON TO No. B IN THE CASE OF THE POSITIVE ANSWER ,WHERRAS
NEGATIVE ANSWER WIitL RESULT ‘N pASSING ON TO No.C.0Osviousyy,
A(B) means passing oN To No. B 1N BoTH cases, anp A(0) MeaNS
THAT THE FINAL RESULT IS ACQUIRED AND NO FURTHER SEARCH 18 NE-
CESSARY,

BoTH FIGURES AND LETTERS , As WELL AS THEIR COMBINATIONS,
APE USED IN THE ROUTINES IN THE MANNER EXPLAINED ASOVE CENERALLY
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VY] Algebraic and Transcendental Equations 13

Repeated complex roots occur seidom in practical problems and
are evaluated by trial and error, since the iteration process con-
verges very slowly (if at all) in this case.

‘“SBquaring the roots,” or Graeffe's method,* is frequently more
cumbersome than the methods outlined above, particularly in
connection with complex roots, hut is widely used.

Cnce all the roots &, of an algebraic equation have been obtained,
the resuits of the solution may be checked by means of Newton's
relulions:

DI AIt (133)

Ty g Ty ... cxy = (=1} = (1.34)

For example, in Eq. (a) of this section:

4
Soro= (13 4 1400 + (1.3 — 1495 + (=15 + 12.50)

4 (=15 — 1251) = —27.4
Ty Zecr, Ty = 1407,

indicating that the imaginary parts of the roots are probably slightly
iDaceurate.

1.4 Transcendental Equations
Any nonalgebraic equation is called a transcendenlal equation.
A transeendental equation miay hiave a finite or an infinite number
of real roots, and may ‘have no real roots at sll.  For example, the
equation
sinz = 2

has no real roots (Fig. 1.3) but an infinity of complex roots; the
equation

sin r =
tail in J. B. Scarborough, Numerical

ina P i ., and
Mathematical Analysis, Johns Hopkina Press, Baltimore, 1930, pp. 198 ., a
in R E. Doughler‘;y and E. G. Keller, Mathematics of Modern Engineering,

John Wilev & sons Inc New York 1udi pp Y% ff

* This method is explained in de

Taere 4

KPATHOIE KOMNAEKIHLIE. KOPHIN PEAXO BCTPEYA-
TR B NPAKTNYECKMX 3AQAYAX WU BbIYHARIOT-
CR MPU NOoMOUWN METOAA NOMHOMO r‘IOAOPKENMQ,
IO e KONbRY V\’\'EPAu,MOHHuﬁ MTPOWELLE CXOQATCSR
CUEHD MEANEHHO ( ECAVM BOOB e CX0AWTCA) B
ITOM CAYHAE."BOABEAEHUE KOPHEW B XBR-
OPAT " AU METOA GRAEFFE’A,4ACTC BOACE
FPOMO3AKO, HEM METOAD!, ONNCAHHLIEBRH-
WE ,0COBEHHO B CBABWN C KOMMAEKCS Hbiv
KOPHSIMW , HO WNPOKO VUCNOALIYHOITC]., ECAK
BCE KOPHWK OC; ANTEBPAUNECKOrO YFABHBH KUg
MOAYNEHDL , TO PE3YALTATLI PEINERIS MO
NPOREPATL NPt NOMOWU CIOTHOWEHMK New -
’ .
ton’a: éxi - _ Qu

=y Gn
[« §
X, o0y oy L, =(— DT FR
HANPUMEP, 8 YPABHEHUU (A) 3TOr0 PA3AENA:

-
S0 = (1,3 74,490) + (4,3 - 1,490 +(-45 +12,50)
t + (—15-42,5:1) = —27,4

a0, Ay 0y = 1454

TIOKA3LIBAA , 4TO MHUMBIE YACTH KOPREL
BEPCATHO , HEMHO IO HETOYHDbL.

1.4. TPARCUEHAERTHBHIE YPABHEHUS

NBOE HEANTEGPANUECKOE YPABHEMWE HA3bI-
BAETCH TPAHCUEHAEHTHbLIM YPASHEMKEM. TrAHC-
BEHAEHT HOE. VPABHEMUE MOMET MMETH KOHEYHOE
VAN BECKOHEVHOLSM(A0 BEWECTBENMIX KOPREN W MOMET HE
WMETb HWKAKAX BEWECTREHHLIX KOPHENR po-
OBWE-. HANPUMEP , YPABHEHUE
sinxe =2
HE MMEET HUKAKMX BEULECTBEHHEX KOPHER (213),
KPOME GECKOHEMMOIO KOAMYECTBA KOMNAEKC-
HbIX KOPHEW ; YPABHEWUE
Sinx = L
2

(SALVADORi « Numenica MeTuaps i Encinerting”, p-13)
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He could rot soy much more asouT
T, ALTHOUGH HR FELT LIKE TELLING THEM
EXACTLY WHAT YHIS MEANT. |F HE HAD BEBN
A \ESSER MAEN HE WOULD WAVE BEEN INSULT-
gp By s TELRGRAM. Brung Esgex, He
COULD ONLY ASSUME T TO BE THE iLLi-
T INTERFERENCE of someome Like b.(ooKE
on A.Cyrier. THey HAD NOT WANTED
HIM ON MISSION IN THE FIRST PLACE,
AND NO DOUBT THERY WERE DOING THEIR
BRST TO MAKE IT IMPOSSIBLE FOR HiM.
He WANTED To expiaiN THiS Yo Kathe-
Line,BUT NOT A WORD OF {T COULD REAR
HER,

T. Aorioce , " The Dipromat”
p. 227

Ta®le 2

OH HE MOT PACCKA3ATH 3HAYWTEADL-
HO BEOABWE 06 mm,xo*rg enMyY XOTE-
AOCh CKA3ATL MM B TONHOCTW, VYO 3TO
AaHAUMNO, ECAM Bbl OH BbIA BOANEF MIA-
KMA YEAOBEKOM, OH EBblA Bbil OCKOPB~—
AEH 3TON TEAETPAMMOW. Byavum -
CEKCOM  OH MOF TOALKO NPEANOAOKNTH,
\NTO 3TO HEIAKOHHOE BMEWATEAbLCTRO
Koro-To , 3roae B.Kyka wan A.KATAE-
PA . TIPEWAE BCEMD, OHK HE XOTEAW,
YTOBBI OH EXAA C MUWCCUEW, U 6€3
COMHEHRWA OHN CHENAMK BCE BO3-
MOMHOR , YTOEbY CAEAATDL ITO HEBROD3-
MOMHEAM AnA HEro., OH xomes Of-
RCHATD TO KsTPWH, HO " 0ANO
CAOBO W3 ITOrO HE MOFAO AOWTW
50 HER,

Iv was THEGNLY WAY, PROBABLY , THAT
SUCH A PREPOSITION COULD HAVE BEEN
MapE To Soames. HeE wAs HONDPLUSSED.
CONSCIENCE  TOLD HIM TO THEQW THE
WHOLE THING UP. BUT THE DESIGN WAS
GOOD, AND HE KNRW 1T -- THERE WAS
COMPLETIMSS ABOUT IT, AND DIGNITY ]
THE SERVANTS' APARTMENTS WERE £X-
CRLLENT TOoo. HE wouLn GAIN CREDIT
BY LiVING IN A HOUSE LIKE THAT-WITH
sUCH INDIVIDUAL FEATURES,VET PER-

FECTLY WELL-ARRANGED

GALSWORTHY. "Tre MAN OF
PROPERTY "
Part I, Crarver W, p. 103

Table 3

BEPOGTHO , 3T0 BbIN E/WNHCTBEHHBIY
CNOCOB, HTOBL TAKOE NPEANOKEHNE
MMIKHO BBIAO CaEnATL Comcey. ORH
BEbIA OWAPAWEH . PACCYAOK BEAEN
EMY OTKARZPTHCHR OT BCEW BATEW.
Ho WEPTEM BHIA XOQOPOW, A Or IHAA
IO — B HEM BbIAA 3AKOHUYERWOCTD,
W BAATOPOACTBO; KOMHATDI QAN CAVF
EolA TAKKE OTANMMHDbIE . OH NPnoersn
B YBANWEHWNE | SKUBN B AOME, NOA0SE-
HOM ITOMY — C TAKWMWU NHANBNYY-
ARBHEIMWN  OCOBEHHOCTAIMN , 1 BCE
cE COBEPUWEHHO BNATOYCTPOEHHOM.

FROM cHILOHOOD'S HOUR 1 HAVE NOT
BEEN
As OTHEAS WERE — 1 HAVE NOT
SEEN
AS OTHERS SAW — L couitd NoT
BRING
My PASSIONS FROM A COMMON

SPRING .
EpGgAarE A.Poe ALong”

Tabde 4
C HACA QEMCTBA %
HE BoIA
Kar QPYrME BblAu — R

HE BHMAENA
KAW APYFrUER BWQAEAU — 3
HE MO UEPMATDL
MOU CTPACTU W3 OBULEMD
NCTOMHUKAS
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1 (29a, 2)

% Y 3a, 3b)

3a (45b, 4a)

b (15a, 4b)

4a (14p, 9b)

b (14a, 5aq)

fa (146, 6q)

b (14d, 30b)

ba (46b, 7)

b (161, 14¢)

7 (d4e, 8)

8 (4%e, %)
9a(4uh 10 )
b(15§,35)

10 (16¢e,41)

1 (44l 1)

12 (4um, 13)

3 (17 ,3)
4a(23¢c) | h(28s)
b(28Y) | K (28t)
c(#8d) | £(25)
d(28a) | m(27)
e{28n) | n(20)
f(28p) | p (300)
9(28r)

$a(28a) | d (23m)
b<_30(1) eMn}
(M ) | ©WZ6 )

i6a({21a) 1d(19 )
b(28x) | € (28%)
c(e24c)
17 (28h)
18 (28¢e)
19 (28h)
20 (284)

ROUTINE
FOR

AFFIX DISCARDING anbp

CHECK UP VOCABULARY FOR THE WHOLE WORD
CHECK UP ANALYZED wORDP FOR ‘FOoRMuLA'
CHECK UP TWO FiNAL LETTERS KOR °S

. ’
CHECK UP FINAL LETTER FOR

»
CHECK UP FINAL LETTER (OF REMAINDER) FOR S
»
{nECK UP THREE FINAL LETTERS(OF REMAINDFR) For ING

»
(HECK UP Two fiNAL LETIERS FOR ED” or ER®
CHECK UP THREE FINAL LETTERS FOR EST*
CHECK UP Two FINAL LITTeRs FoR. TH™

CHECK UP THREE FINAL LETTERS FoR SAN
CHECK UP FINRL LETTER FOR A"

(HELK UP FINAL LETTER FOR X1 *

(HECK Up THREE rinaL LeTTers ror MIEN *
DisCARD FINAL [ETTER (0F REMAINDER)

DISCARD  TWO FINAL LETTERS (CF REMAINOER)
DISCARD THREE FINAL LETTERS (OF REMAINDER)

ChaNGE LAST BUT ONE LETTER FOR A
Aoo IS To remAinbER
Ap0 EX To REMAINDER
App FE 10 REMAINDER

VOCABULARY SEARCH
21a(28f) Ao Y To REMAINOER
b(38%)
C(P8w)
22a (28 ¢) Apo B TO REMAINDER
b(28v)
23 (28h) Aoo 1E To REMAINDER
94 (28u) Aoo VE TO REMAINDER
25 (28y) Apo UM 70 REMAINDER
% (#8h) Aot ON TO REMAINDER
97 (28h) ADD US TO REMAWNDER

280 (29b,30b) |n(290,14)
b}em, 6\2 {p(29a,149)
¢ (290, 5b,§:(aoa,9413
d(29a,18 ) 3(29¢,14
€(29a,16a) t (29:,82b)
f 99(1,44n5 1(29c¢,46¢)
g 29a,16d) [L‘f&ﬂc,ﬁc)
h§29a,34 ) 1w(29¢,34 )

FOR REMAINDER

K(290,299) | ¥(29a, i5h)

Table 5

CHECK UP VOCABULARY

£(29a,15d) |2 (23b,34)
m(29a,93
Wa(3s) TAKE INFORMATION FROM VOCABULARY
b(33
cot
30%(39.)) DeveELOP iNDIcATION 'NOUN'
3%
3 gas; DEVELOP INDicATION 'ADIECTIVE'
32 (35 DEVELOP INDICATION YPLURAL.
n EM) DEVELOP INDICATION *GENITIVE'
34 (35) DEVELOP (NDICATION YUNKRNOWN WORD'
AND STOQRE EnGLisH WORD 1D BE PRINTED
UNALTERED IN RUSSIAN SENTENCE
35 (0,1) PiCK UP NEXT WORD WITHOUT INOKATION

'PUNCTUATION MARK’(PM) anD cHECK

IT UP FOR 'FULL- STOP'
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Table ©
ADVANCE 4 (Q,C) CHECK LP ANALYZED WORD FOR INDICA -
3
Homonym 2 - 1.Noun, TION T VERB )
POLY SEM. G.(b,l) CHECK UP ANALYZED WORD FOR INDIA-
2. Verb, TION YINFLECTED', - THE AFFix FOR ED
POLYSEM,

AND FOLLOWING WORD FOR INDICATION'NouN’

b(IL,W) Cuecx uP serecren noun For crore
TEXT - BOOK’

C(N,V) (HECK UP PRECEDING VWORD FOR’GROOP
IN'
I(0) PA3PABOTATb (Verb;+Acwsative)

IL(0) TIOBLIWEHHBI TUTT(Adicctive +

+NOU'N' co'énbmaution;
Mascuine , Singuéar
Attribute n postposition)

IL(0)  COBEPWEHHBIA (Adjective)

]Y(O) 3APAREE (Adverb of péuce)
Y (o) YCNEX { Noun , mascubine)

Table 7
DESIGN 69(1 ,(L) (HECK UP NEAREST FOLLOW'NG NOUN
Homonym 2 - Veré, (*2a), OR NEAREST PRECEDING NOUN

Polysem. (*2bYror *croup CONSTRUCTION® or

‘crour METHOD'

G(H,m) CHECK UP NEAREST FOLLOWING PREPO-
SITICN FOR INDICATION PPV o= PD or PA™)

1(0) PA3PABOTATD (Verb; + Accusative)
I(0) TNPEAHA3HAUMUTD (Verb;+ Acusative)
W) O0BOIHAUNTL (Verb: + Accusative)

*) PPV : PrepositioN ofF Passive Voice
PD: Peeposition OF DIRECTION
PA . PRePOSITION OF Alm
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MT ROUTINES

in THE ORDER. of THer

APPLICATION

AFEIX DISCARDING AND VOCABULARY St

i

PARTS-0F-SPEECH (LASSIFICATION OF 'UNKNOWNWILY

l

HoMONYMS CLASSIFICATION INTO PARTS OF SPEECH

}

FORMULAS’ ANALYSIS

¥

POLYSEMANTIC WORD ANALYSIS

1

VERB ANALYSIS

L

AMALYSIS OF PUNCTUATION MARKS

+

SYNTAX ANALYSIS

!

NOUN AND NUMERAL, ANALYSIS

*

ADIECTIVE., ANALYSIS

14

CHANGESIN WORD- ORDER

|

WORD - FORMATION ROUTINE

+
VEREB SYNTHESIS
¥
ADJECTIVE ( AND NUMERAL) SYNTHESIS
¥

NOUN (AND NUMERAL) SYNTHESIS

Tabte 8

X. VOCABULARY

ROUTINES

II. GRAMMATICAL

ANALYSIS
ROUTINES

L. SYNTHESIS
ROUTINES
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Table O
PATTERNS
oF
GRAMMATICAL CONTEXT
USED 1IN
VERB ANALYSIS
pRgg?i%gf) (’1;\ (AbxiL\'AR.Y 1
(SELiS yl: AuxiLiary 11
snavzep | 4C HALF ~ AUXiLIATY
1.VERB + VERS  {{p *FERa 15§ NoT!ICNAL
AE ModaL
i HaLF - modaL
UG L Auxiviary I
2aVere \ SELECTED
2.NOUN + ANALXZED 0a YeRBfie -+ P NOUN
2¢c C1 +
30 P
. ADJECTIVAL -+ AHANYZEP <3B RoicivaL LS | PREFOSITION
e NUMERAL
(4a ‘c1
, 4s CH , .
A CONIUNCTION+ 453 4 Zuiwcion 15 4 PMI | bracwet
4 PM | iupicarso { 'comma
4e M | 'semicolon'
4 (PM) L "fult- stop’

5.ADVERBIAL -+ Auayae

{SA SELECTED ;o
ADVERBIAL INDEFINITE ) SELECTED
8 PARTICLE fs % NoUN 1 soverpia.

Ia

ADVERS (55-1 Ver3

hB-3 ApJEcTIVE)
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W T _ - ’ Tobte 10
t | They | msmstedl on | a |parattelism| Between
NE 1E . 2€ _#4,,{ 3E Ae 5 B 6t
e | Noun ‘ Yerb Jqucn,m AJ,ectwe ‘M«mn Prepos'xtkon
Prorominal | ! 4 Proncn i- 1 Abstract
Personal | ‘ '
Plural Xndehmtz
R j‘ommahuc}' % atticle
| |
] 1Pohrs,ern 1
Ri] OH |HACTAMBATb, HA | N'T [7APAMEAM3M | MEWAY
7 {Noun I‘e'erl; Tf’re»osu(on Adjective | Noun ['Dreposd.lon.
Pmnommall +ACCJSOthe | +}€’rcpoest— D Mascutine ) + Attative
—————————————————— 1 a - e e — —— ——— —
SufsJect l Predieate & R Sinqutarc
Pusl So-its y
ﬁglggﬁxtmc P%lita? ‘ Prepo‘.tmonaa Gase
i.3 Person ‘
|
3 S AT W S S S ST S 7 S
wo l‘ ! i !
i + !
R2| OH HACTAMBATL| HA MAPAMENU3M | MEXQAY
& | OHW |[HACTAUBARN, HA NAPRNNEAW3IME | MERAY

Test 954 (continued)

e |'arithmelical' and ['general’  atgebra | so rigid
Ney o e | BF S8 | MOF ME | 22 |
e | Adjective Con- | Adjective Noun Adverb lndjectwe
I junction| Mathemoticat A
i g teyrm D !
| ! f
| | '
R4 ,,,PMcDMETM%LKVM"‘ m OBUJ,MH" ;A/\rE&spA 'TAK »\Ecmmn .
v| Adjective CH | Adpetive | Nown g et Adjestive ]
Feminine. ,Femmme | teum D bdverbial 1SD
Singuwlar : i Sinquiox Fi’i‘_’}_\“_"_______i D 5
Ablaotive Abtative E am%mu»r , i
; | Hé()u ! l
| o |
NR[ &R 7R L sk i orR TAOR TR _pm
] o
R2] APMOMETIUECKMR™ | M |.OSLLAN® | AAPEEPA | TAK KECTKHA, ,
R |LAPMOMETHYECKOA"| M |, OBWEW" | ANTEBPOW TAK HECTKO |, ]
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[TesT 951 (contircd) T Tabte A0 (continued)
! - .
eithat!|, | iLf | 1t [could| be [maintained| , ;| 1L [would
poer 1R _‘_15?4 KETT LTS L e SR s 22E |
@ |Adjective” Corjunc-{ Noun | Verb 1 Verb | Verd Com | Noun Verb
Proncminal TWon F‘rono-f Mocal | Auxi- Prong Avxifia- i
Imooe. | Past tioryl | 1"";;[ vy of maed]
5*‘!‘w~' Dredwate ! z.j),“i Modal
j Sirgwfar l 5{,\")”;“ Predicale
Potysem. | | | Pelyiem pﬁvsem L o o [Detssem. N
RL{YTO |, tCAM | 3TOT MOUb [BbITb fﬁ_gpxrrj:\ymjo . [37ToT |[NT
< o Ad gelive \8:_‘5___ _VerB‘_T\/e\"& ~ Adatc(n e Verb
cl gé ol p_r,f?,?;g frrec.t S:é;ur" _._i&c_c_”fc_lf!i_._ t")E Fronc Predicate
) 5 e feclve ' nana
M\uer ta tive | Per Ve D
r. uwl Pref’en“ ImPer cu&)LC\ tD&C(LﬂUCf & "f““‘f‘
C\ .mpcrf sonat ntln direct vE- Smgu*ur
ft US’J sonat Pr&j{mm Ijer;t A,"Cyﬁv\ﬁywln(
§ Ve Jybkip ST
{Su&jﬁt._] D D 1 '191 ”.TeV St
NR| 43R | 14r | 1SR | AeR | 17R T sk | 10R Teor] 210 | ]
e L
wo
RZ|YTO , [ECAV 13ITOT {MCUbBBITD [ COXPARIATD | 3TOT
[x]uto |, [Fcan 970 [Homno /el E0xPAHMTD | , [ 3TO #
'T‘es'r 051 (contirused) o ) 7 S i
e leffectively| destroy | the |generality | ; jand |[they
Nt 23¢ 248 | ®SE B8 [ 2VE | 28E | 29F
€| Adverd” Verd Adjecﬁvc Noun Semt- \.Jﬂjwic' Noun
D pronari- | Agstract Wy e | Prongm
1 ut
'L\gnfm;tt i Persanat
aqtiete ! 1 Plurct
i NOTY:lnu*
e Polwsem. | _ M__,A._ﬁofy}_t,'n,A,,Lfie,wJ
R4 CVMQCTBEHHHK DA f}vl'g iA_ffb » |NT QbuH oﬂm R 4 M | OH
2 |AdverBiat \/e_rg Ad) ective Nowun Sem- | C1 Noun
Adjective ,_*_f\ici‘_\p_‘fvi_- D fﬁ"_‘_‘f‘l_"f;_ o *}‘“’““ Pronemi-
Preducale R Stn guor otep _hat
w&mnc Lve Atcasalive Su@jcc,t
Newter 2urat
Singufar i Nomina-
z tive
3 =TS SN .S N A=, SR - N BN O C N B+ 7 S
wo shis 3y L
R2{CYLUECT BEHHBIE PARP YA Th OBWHOCTL | 5 | KBATHLA
|
C[AUECTSEMOPRRPYIIMMO B |OSWHOCTL | 5 | W WETa)

Approved For Release 2009/04/30 : CIA-RDP80T00246A007100050002-6




Approved For Release 2009/04/30 : CIA-RDP80T00246A007100050002-6

TesT 951 (continued) : o ‘I‘abf&ﬁ(contmued)"
Elnever iseem: | to |have realised| fuffy that |
Nt 30E 31E 32 33E 34€ 35E ace |
€ | Adverd Link- i
N HOMZWM xi;%ﬁw Veré Adverb :‘ij"t'fti
D I D nnami
!
Polysem.| Pofysem. Polysem,
R4/ HUKOIAA | HE KR3ﬂTbCQ4__, YTO |IN'T" |0CO3HABATbH|NONHOCTHH , |YTO
T | Adverf  |Par- |Verd CI| C Vert  |Verb )
ticte | + Ablative SD = o1 +Accusative Aduerb ¢ CI
D —————r Predicate| _ _ D SD
D [Predicate Present T
Present ' Preducate
Singular D  Past
34 person | Peuzal
'3 person
MR 28R [ 29R| 30R [3IR| 32R 33R 34R 3sR| 36R
wol shift |shift (1:::1?4530»;;:5(;;;)\!:{::?(;7:) shift
RQ 5 yto| OH HUKOTAA| HE |OCO3HABATH | [TONHOCTBH) , 1 UTO
R ’ uto 9HM | |NMKOTAR| HE |OCO3HABAAM NOAHOCTHH , [YTO
TesT 951 (continued) “‘“‘aﬂ
el a | § tal | With, |
ormutal true with| one |
WE| 3% 3RE | 39 | 4oe Qe
e AdJeCtIVE | N0un” ‘“T—mﬁH;;BTVnﬁﬁxc-;MOWm N o *
PronOmmaU MoThematical : , 3 : 4 i vmera
Indefinite . 3 term 5 ; :
article ‘ ! f |
Pot | | | | f
obysem. i N o L Pofysem. Ponsem . Polysem,
M NT __|POPMYNA | [BEPHMM NP | OAMH
Mot T ew g
Mt Y gi‘&;‘m.(ae AP Miective Prepost- | Adjective
R | : term g feminine | + Prepo- ,Femmme !
i | ’ _f_er:”f_l‘g __E blnguea( ! STf‘OnA[‘ D\Y\%L((M '
J | ! DUGZUE‘LT i i Nominative' JAse ‘Pu ositional
1 | I Singutar | , ! | se
| ‘ ! , Nominative : ; ;
] ! | o | r
NR ’n "a7R] 3 3#RwR, don T am TTmE—
SHIFT O f - ~t cmn 2R a2
wo| SHIFT fpnscseog Cn?v:f::g:'?c(;f:a@ﬁ o |

R3| BIIOAHE |BOSMOKHbBIA |, [uTO!doPMYAA | | ;BEPHle Py 1 oamn
R [BNONHE Bomomnoj quofq>ot_>_mynn > IBEPHAQ' NPy 0nHOW |
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e e S——— P ——— —— e i — —
Test 530 Tadle 11
e] Use | the [Lagrange variation — | of | — 'parameterS
NE[ aE 2F 3€ 4E 58 | 6 | 7 | 8e
e | Ver Mjective |Noun Noun Hyph! Prevo{ Hyph: Noun
Pronominatl| Animated Mathematical Sition [ Mahematicat
Definite | Proper term | term
article | Masculine : :
Simjuiow : |
’ i B
Polysem. |Polysem. Polysem. ‘Pokvsemtfﬁ_" L )
RA[MPAMENMTB| N'T  [nAFPAHM BAPMAUWMA| | NT ' NAPAMETP
r |Verd Adiecti Noun Noun Hyph ’repo Hy h Noun
plawative e Animated | MatThematical CDP sition i MaTema tical
Predicate DR Proper term Ry +Ge CDR term
Imperative Masculine _Ei@imnf_._: l e _Mascubine
Singular Sinquian | | Peurat
Genitive Geriitive | : gentive
% Y S | % . - L
N°R R 2R R L AR
we PUT (2R) PUT COMBINATION (3R)+ (4R)+ (2R)
AFTER (4R) APTER (SR)
R2 IPAMEHUTD METOA |BAPUALUG! : | TAPAMETP |
{ i
R ﬂP"HENMTE METOD. BHPMRL!MK i |NAPAMETPOB
TC-ST 530 CCOn’t(nuzd) - S 7 S
! - T
e /method, to 'sofve | the | inhomogeneous nt™ | - order
WE| O 10€ HE | 12€ 138 L ME_ (sE| teE
e {Noun Homonym | Verb - Adjective t Adjecttve  Adjective Hyph Noun
4 | Pronominal, Ordinat |
1 ' Definite ‘Formula
| ; an.twfc
i{POfVS_eﬁm : L Pu(vsem l ) 7 ] .,,,_iu 1 |Polysem.
R1|METOA ll K PELUMTbl NT HFOAHOPOD,H blM , n e M0PAADK
r | Noun iPrepOSl- Verb i AdJECthe ’ AdJecl_L_ve____ L Mjecuve Hyph Noun
J”l“_seénq,mgﬁg: Hheusaive | D Masculing osculine |CDy | Moscubing
quufa,r | ‘ Vi!:f:}i ! R Sin%uia/f ;quuiar S'mgufar
Reeusative :  Singubr | Genitive iGenitive | Genttive
; Dative ‘ |
| L S e ]
FR 5R |__6R | 7R R - 1. 1 SR T OR |
' 'PUT COMBINATIO
wo| SHIFT | (QR)*(1OR)RFTER(42';)
R2INATPAHXK | K PEWINUTDb HEQOAHOPOAHbINA | AHdOEPERILUANDHBIN
IR |nAreaga) K [PEWEHWO]  |HEOBHOPOQHOTO |AWGEPENLMANGHOTO
Fmgiegmoet R SR RIS L LT

C xwm&. PR %m
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TesT 330 (continued)

“Table M(contmued.) “

E differeqtiuﬁ equation. Y0 era s ) (@) J,!
N°E Ve | 2 ' 2 206 '|
€ | Homonym 1 - NOUN ‘ Farintg Fufl- :1
| | stop !:
| ':
b I
! i
|LR'1 ﬂM(bbePEHh,MMbeM VPABHEHM VLT vy HEYY (@) 1‘3
| . . |
"7 i Adjechve P NOUN Foxmuby CFulf Jf'
, Mafhemat.cal Teem Nevter Rt -stop &
o D Co
i’ . Neutex , Oingutar ¢ :
i Singutar Dgenitive
" Genitive
el e LR B3R g, 1
WO SHIFT | SHIFT o
' L — : i
HRQ. \:/PABHEHME nt.’ly tﬂopgaoK ! y(n)+ Q,V:""\’w 40”‘\7;"“?) (a) ,'
(| X ‘ X - y
L. _YPABHEHUG  nore FIOPARNA 4 4a.v‘""'+...+a"v:f<tJ @ .
"Pesw 885 B _Takee 19

i . The emmptes of Chapters V and VI,

in which L_gmnge’s

'N't-

43 ot 3E 4e 56 Je e 3 o ACE e
|r N - . . . - . .
| € MFC“V‘ Noun Preocsis Neuw Fr e s Gm Hame Aa-tve Noun
;p,omm, fon TV uEe U v (omianchye An:roated
L Definite “ Proves
. ontiche Mascuione
| Sionoufar
5 i
l‘ N
?* ?Dolvsem Par ;e espm Pofuce

| M AP 1 r r . ~ 0 - -y N

NT  npPumer s WMBA WV Vi BORT.AM AATPARR
’ ~ - .
7 Ad-.:«.fxvr MCUY : ’ oot "\'T‘u‘r v |- b T T Ao bt ve Noun

d MQ\C Lve (5 Ly FEyvy ¢ ne S MoglR _L NI A .
. T Yy T 83 e . meea
;1 DR ['Wu@ e [ J b ,‘fu' ¢ SR » SR Te M‘A ”-?“rp
f D “l:: - 3 t e sl wbi s Mt e
N A T 2o el
“ [ERTRES BV v L ._q’\:'.f\\ll
!1 Pei, oo
i : b e
LAY AR Lt R . 3R (AR SR CGR 7R 2R . R ADF
“wo ‘ ‘ ‘ ‘ BT oY
et , " - - - i AFTER C RN
R NPUMEP ' U ! VIR : AT :
S P : 13 FAABA \4 Y 3 B h()meM YPARY EHAE
LR IRV T
. [PaMersl U3 PAAB (V| W VI, B K0 YPABHEHNS,
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continued) Table AL (continued
e [equations | are | used , lcan | be [treated wilhoul
N°E 1QE 4i3E AUE iSE _ 6L A7e A8 E A9E
N Verb | Homonym 2 Com | Verf Ver§ | Verb Preposition
i ﬁ“ﬂ.‘”ﬁ Modal Au:rit{»t pes
L[’:xs:c:t Prefﬁc‘;te ik 1
Pural | Presen |
| |
Polysem. | Polysem. Pobysem. i Polvsem | Polysem.
R1| YPABHEHWE | N'T' iMCnOAb30BATH MOUb |NT [PACCMATPUBATH| BE3
 —— A e A — - T
! Verh Verd CT vers | verd |Verb ‘ Preposition
* :{:&Uizer +Nomi- | _*Accusative SE Predicote | Predicate __theusative + Genitive
v _ hative Dxedicate Fresent [nhm " Predicate
W“"f‘t ) Predicale | Present TMDRTSO- Infinitive
Nominative Present | Passive : Aal Suject to de
Subject ' Pluraf | Plucal D D ronverted into
) peyson : | direct o&j!Ct
D
"R MR Lz W3Ry mR | | SR AeR
us0 SHIYT
R2| NATPAHMN HCMOAb30BATb , IMOUD PACCMATIWBATY BE3
uLR NATPARKA WCNOALIVIOTCA | , IMOMHO PACCMATBPUBATL BE3 )
TesT 885 (continued)
t reference | to the |Lagrangian 'method| .
NE 208 we | e | e® ; & lese |
e | : Adjective | Noun | Noun Fute-
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The concept of control process arises in various branches of
natural sciences and possessés a number of comson features which
are studied by cybernstics.

The moet highly organized controlling processes are those
related to higher nervous activity of animals and man, The study
of these frooouos from the point of view of general cybermetics
by reveal the laws of the corresponding control algorithms is
0 at interest, It gives an understanding of the mature of
lgé’;:' pervous activity, enriches the theory of control algorithms

helps to create new classes of effective algorithns. con=
siderable rmmber of publications have been published by now, con-
cerned with attempts to model various features of the comtrol
processes in the central nervous sysiem. These include investi-
gations on modelling conditional reflexes (1), (10), on the
creation of various models of mice, r I?g e?g} v%i%h imitate
the behaviour of the live creatures , 5, 3, 8), works on
the mathematical theory of learning (4), (9)

It is more difficult to indicate publications which develop
oonsistently a cybernetical a;faproach to the stud{ of actual
questions oi the ghysiolo of higher nervous ac ivit{ and to
revealing the features of the corresponding control algorithms,

It 13 appropriate at this point to quote Academician 1.P,.
Pavlov (2 vgo pointed out the mcessiti of employing mathemat-
ical amelysis in studying processes of higher nervous activity.

) OtCo

This paper discusses questions of aléorithn creation for
complex control processes reflecting the leatures of formation
of conditional reflex chains.

XXX
Para.l. GENERAL CONTHOL SYSTEM

controlling process infers the existence of two

devices = ons controlling device and the other controlled =
which oxcba&e inforeation. The co:glexity of the controlling
device de s on the g_}antit{ of information it has to treat
over a deiinite interval of time. The controlling device can
employ the information about the controlled device in various
ways.. In the general case the controlling device may receive
intormation as to the influence of the environment on the con-
trolled device, characterized at each moment by a signal J(7/

information as to the result of the action of the contrgll-
od device, characterized by a signal ¢(¢). ~On the basis of
this information the controlling devite produces a siﬁnal‘r/z‘/
which acts on the controlled device. The algorithm oI produc-
ing the sigmal x(¢) is determimed by the condition that the
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signal %t/ differs sufficiently little in some sense from a
etermined functioni%(t}. Thus the result of the action of
he controlled device a function of the controlling influence
'h.l‘ (TZE ‘? of the influeress ~7 ‘i anwiinrmest 070 and o 7
ere 7st

y(t)= gixich, Tl v

here ¢ (%) describes the of the influenza of the emviro:-
ment concerning which no information is receives.

In its turn, the controlling influence is groduced by the
controlling device by realization of the algorithm {7 __which
determine x}(t! by the values of ¥ (7) (T) at <&,
The s 8 ¥(¢{) anmd ¥(¢) , generally, are &ccidental. 1i

f/t{ and ¢ /¢) are known functions the gossibility of obtain~
ing the required sigmal g{t/ at the output of the controlled
device depends only on the permissible arbitrariness in seleci-
15 .z:(;{ . In the contrary case, when the values of ¥ /(¢) are
inde ent for various ¢ and the right side of (1) depends
substantially on the value of y/Z/) the resultn!/t/ will in-
evitably posseses & certain minimum degree of indefiniteness whick
cannot lowered by virtue of the controlling influences. The
most interesting cese ic the intermediate one when the values
of F(t) and ¢ /¢) are correlated at various moments of time.

In the following we assumg that the time ¢ rums through
a discseto sequence of values (for imetance all the integ-r:f
values) and the indef,is%teness of the signal is characterized
by its entropy (see /%/).

In the case of the process of formation of a conditional
rof}ehtho above-described scheme of control can be integrated
as follows.

stimuli; the sigmel y (4) bri information on the rein-
forcements (unconditifnal stimuli), /%) is a characteristi
of the occurrence of non-occurrence of the reactiom (reflex),

¢ (t) characteriges the indefiniteness in the correspond-
ence between the reinforcement and the stimuli.

The complexity of the comtrolling process is character-
ized by the total ontrogy‘ H of ipformation of the signals
at various moments of tims.

An important characteristic of the process is the value

The gigml #(t) represents informetion on conditional
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N 4
H.= Gm=H (ylY, /1))
t-T<T<t
It can be shown that the value Hoo determines the minimum
degres of indefinitencss (entropy) of the value y(?¢/  per unit
time which can be obtained by an optimum method of control, i.e.
by selection of the algorithm # .

Anotber importent class of controlling systems are systems
for which the following limit exists

= bim [HIY(Y, T(T))= T e/

e t - 7.‘4 Z < t'f
The value 7 -7 , at vhich the expression ix}]brachta in (3}
differs sufficiently little from its limit , characterizes

the time intervsl during which the information mast be received
to produce the cxmtro).}~ n;i' signal z(¢/ ensuring a sufficiently

6’& 'gtlnlity,ﬁf contro .8 ontrop{f/(y{t/} close to # .
us /7  itmelf characterizes the ‘time necessary to pro-
duce the control algorithm # , i.e. the “learning time™ Z
according to the law

£~T 2" (4)

It is assumed thet ¥ (#)_ is a stationary stochastical process
satisfying certein special limitations.

To atud{ the dypamics of forsation of chains of condition-
al reflexes it is important to consider the case where F/¢)
is 8 chain of successively actin§ conditional stimuli (6,4, . 4)
y(t) 1s & chain of Bsuccessively acting reinforcing factors
( C,¢, > S Ce ), : determined by the sequence of actions x/z/
{)02’ ve . UK I

We may copsider a scheme in which each successive stimulus
g, is at the sawe iime a reinforci factoi‘ 6; = Cit
fact%r Cx  1is the fipal reinforcing factor (food, removal of

painJ.

Thig scheme decreases substantially. The next step 1?'7 re-
ducing /4 48 to establish the correlated subsequences of
actions in combination with stimuli and to work out an algorithm
from such pre-set subsequences of actions.

Experimertal study of systems of conditional reflexes in
animals embles disclosure ol some algorithls of the work of the
brain. Analysis of these algorithms 1s ssible on the basis of
the theoretical conceptions considered adove. The schemes of
thess o?)grnents and their qualitative interpretation is given

0

in the lowing paragraphs.
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Para.2. EXPERIMENTAL INVESTIGATION OF CONTROL
ALGORITHMS IN FORMING CHAINS OF CONDITIONAL EEFLEXES

The method used by us can be characterized as a versionm of
the conditional reflex procedure developed by 1.P. Pavlov (2).
A valuable contributiox(x tcs the study of this problem were the
works of L.Ge Voronin (12).

In the course of the ex riment definite systems of outer
regularities were created ar ificiall; in the experimental
environment surrounding the animal., For instance, the experi-
menter would set the scheme:

jump to | press
bell — —«—vwhistle —£00d
pedestal ¥o.l pedal

Accord:nf to this scheme the experimenier was to introduce
various stimuli depending on the movements of the animal. In
this way the experimenter played the part of the environment.

In the course of the eﬁerinent by using various versions
of the procedurs studies co d be made of the laws relating to
the formation of a mew working progranme (chain of conditiomal
reflexes) in the animal, epabling it to obtain food under these
experimental conditions. The animal would ascertain the regu-
larities of tl?e enviromsent created artifxcial)ly by the
sxperimenter recorded preliminarily on paper and” unknown to
it. On this basis it would develop ils optlimum working program-
»e under the given conditions. ¥his procedure, which was used
by us in exgerinenta with & human being as weli, reveals the
complex picture of interaction between the environment and the
organise, observed in the process of developing new working

ammes. It thus becomes possible to disclose a certain
sequence of operations by means of which the npew working pro-

can be daveloged. This sequerce includes both a definite

syster in accomplishling mvinﬁ reactions and definite principles
in estmt%ng and utilizing the information received from the
environment.

On the whole, we can speak of a definite learning algorithm,
i.e. of a definite sequence of operations by means of which a
new working prograume Can ve developed. It should be enghasized
that in this case we do mot mean an algorithm of simple behav-
four of animels, but an algorithm of a special higher category
an algorithm of a higher order, through which animals can evelop
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various new forms of algorithmic behaviour in any new situations
of the environment.

The experimental procedure embles various outer situat ions
to be created. These situations may differ both in the complex-
ity of the regular%ties artificially created amd in the probabil~
ity of accidental (not depending on the actions of the animal )
appearance of various stimuli. "Along with rigid regularities
accidental coincidences of stimuli may also bé included in the
outer situation.

Under these various conditions of the artificially created
environment various algorithms could be revealed on which the
formation of new working programmes are based.

The procedure employed also enabled the study of algorithms
in cases where the animals had already received partial or
complete information of the experimenial situation.

Investigations, carried out according to the above described
procedure established that the chain of reflexes could be deyelop-
ed on the basis of double reinforcement by the successive addi-
tion of new links. In working out each new link of the chain ope
of the comditional stimuli of the earlier developed chain links
is employed as an irmediate reinforcement. The entire system
after completion was reinforced by food.

The algori%hn described ensures the aggearance of new work-
ing pro s (behaviour algorithms) of the animel under var-
ious new conditions. It should be emphasized that this algo=
ritha involves estimation and selection from all the information
received b{uthe brain, of that t of the information which is
needed to build an op{ilup working programme. One of the criter-
ia of estilating information is the grlnCIPIB of recurrent
coincidence of two signals discovered by I.P. Pavliov. This
criterion is quite reliable, because recurring coincidence may
serve as a groof of the fact that in our case the organism has
to deal with real laws of the outer world and not with accident-
al coincidence of two stimuli. The criterion of usefulness of
information is at first a temporary coincidence of this inform=-
ation with food and afterwards with a conditional signal, in
its turn, previously related to food.

It is ingortant to stress that in the course of development
of a system of reflexes new "landmarks” keep arising which
serve to estimats both the usefulness of yarious movements and
the usefulness of the ;ifgrnation received bg‘the control
system, se "landmarks® include all condilional stimuli of
pBwly developed conditional reflexes. The appearance of new
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intermediate "landmarks” may be of great importance for develog-
ing new chains of conditional reflexes (new worki rogrammes ).
The importance of the appearance of these "landmarks™ consists
in artificial limitation of the entrop{ - by _decreasing the
mmber of situations considered, i.e. by the eliminating the
necessity of fully considering all the situationms.

Para.’. MORE COMPIEX CONTROL ALGORITHNS

The case considered above was an extremely simple one. As
is known, much more complex programmes have to be used in cyber-
mstic systems. Very ofien a possibility is provided to switch
the work of a system from one grograme to another depending
on the results of the work of the system.

There arises the question whether such complex programmes
can be developed in self-organizing systems. This involves
both the problem of finding the corresponding algorithms and
the question of their realization in cybernetic machines. The
experiments were made according to the described procedure, but
the nature of the regularities of the envirommer' set up in the
course of the experiment were more complex. For instance, a
stimulus was introduced making accomplishment of the reflex
chain impossible. Or such a system of environment regularities
would be set up by virtue of which two stimuli would have to be
;‘p{esent simultaneously for any definite action to be accomplish~

The corresponding diagrams are:

Gy bs % b4 & —— ¢ (food),
a,6,a, 8, — (%) (5)

In this scheme the presence of /; made accomplishment of
the main reflex s,gstem impossible. At the same time there was
potential possibility oI finding a way of eliminating 4
:y means of the reflex chain o, ¢ @, 67 or

Uy by Qg b,p
0, ——((food)
a; b, dy & } ¢ ©
In this case to accomplish the action G, two signals{,
and ; hed to be present. Such systems of interrelations
sare often encountered.” It was established that when animals
were placed under such experimental conditions they worked out
the corresponding system of reflexes. The laws of development
of these s¥st9m8 of reflexes were studied. Particularly, it
z established that exclusion of the sti?ulus bs (dlagram
) and introduction of ¢, and ¢, (diagram (6)) may

e e Approved For Release 2009/04/30 : CIA-RDP80T00246A007100050002-6



Approved For Release 2009/04/30 : CIA-RDP80T00246A007100050002-6

-8-

serve as a basis for the formation of a new chain of reflexes,
Development of this chain of reflexes mo longer required direct
reinforcement by food. These chains thus diIfered from ordin-
ary food reflex chains. They possessed a certain "autonoqi'.
(As is known, the elements of a food chain disappear guickly

if they are not reinforced with food).

On the basis of these experiments certain conclusions can
be drawn as to the nature of the algorithms lying at the basis
of the formation of complex systems of conditional reflexes.
An important element of these algorithms is the appearance of
a new trial of all possible movemen%s in conditions of the
presence of stimulus &5 (diagram (5)) and the absence of
stimli 4, and £, (diagrem (6)).

If, as a result of any movement, stimulus 45 disappear-
ed or slimali 6w Or 6 agg:ared, a new “autonomous" chain
of reflexes began to form, this chain being no longer related
directly to food. In these experiments it was demonstirated
t%at systems of conditional rellexes may have a very complex
structure.

Para.4. ALGORITHMS UTILIZING PREVIOUSLY IEVELOPED
CEAINS OF CONDITIONAL HREFLEXES

The most general case is the situation when the system
sesses partlal information about the controlled object.
jdently, in this case the algorithm of the work of the
axttel agould make it pozsible to draw precisely the informa-
tion needed at that particular moment from the memory and to
include it in & strictly definite part of the newly Iormed
working prograame.

This system must possess & memory and mechanisms for
selection o¥ the necessary information.

Lst a certain control system have a definite number of
previously developed working programmes. There is a certain
concrete situation (a set o si%nals 6., 6, & etc. entering
the system). Under these condilions the system is confronte
by the task of developing a new programme of work by means of
iﬁich it can accomplish a certain new result. It may also be
required that certain dangerous states of the controlled ob~
ject should be evaded.

fhe work of the controlled system must evidently result
in a certain nsw prograzme which should correspond to the
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given concrets situation (6,65, 45 ) and accomplish the same
ose. 1n other words a certain pew expedient form of behav-
four mst be worked out. ‘

Phis new programme arises on the basis of a retreatrent of
previously accumulated information. In the course of retreat-
ment of all the information stored in the memory that Eart of
it mst be selected which may be of use in achieving the end
and can be utilized in the glven copcrete situation represented
by a definite set of signals ( b b 65, - )

*he information is stored in the form of a large number of
work grogramnaa of various kinds and developed at dif ferent
occaslons.

fo analyze this scheme various kinds of complex conditional
- reflex systeams reinforced by food, ?aig disappesrance stimmli,
etc. were developed in the animals (13).

In the course of the experiment some new demand was brought
up. For instance, thirst was caused in dogs and a certain new
set of external slimuli was started.

Under these corditions new forus of bebaviour developed in
the animal connected with the reception of water, including
definite sections of previously developed food and defensive
reflex chains, Experiments of this kind made it possible to
study the algorithms of formation of new working programmes
when partial or_complete information on the controlled object
is available. During this experiment the reviously developed
reilex systens and the experimentally created situation (set of
si s) were known exactly, so that each part of the new work-
ing programme could be traced to the corresponding greviously
developed chain, This made it possible to observe ihe process
of formation of the new programme.

By varging the form of the experiment certain essential
laws could be established characterizing the formation of
?ov reflex systems cn the basis of pewly accumlated informa=
ion.

Tt was found that when any definite situations were
created new systems of conditiomal reflex reactions arose
immediately in the animals without additional development.

These working programmes corresponded each time exactly
:g the ezgerineqtal environment created artificiall* and result-
4 int:ag sfaction of the new demand of the animal (reception
of water).
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These acts of behaviour could not be reduced to the sum
total of stimuli included in the set. BEach act of behaviour
was 2 unified integral system and regresented an integral
reaction of the organism accomplished in response to the entire
set of signals presented. The gresence or absence of any one
stimlue in the set entirely alters the newly arising systiem
of conditional reflexes.

1t was found that under ordinary conditions animals would
not react at all to conditiona]l stimuli, though the reflex
si:tem was stably developed. creating thirst (excitement of
the drinking centre) conditional reflex reactions were observed
to appear in response to definite conditional stimuli. Here,
tivation of the individual reactions was of a selective nature.
he order of distribution of this activity depended on the whole
set of signals employed. The animals' reactions were always
of an integral nature.

In studying this ghengnenon definite laws were established,
A set of special "starting” conditional irritators were detected
which, themselves noi causin§ any moving reaction, put into
action a certain section of the system. A certain order of
subordination was detected in the action of these signals. One
of the stimmli # (a stimulus of the highest category) would
gut a definite sector of a previously developed reflex system
nto an active state. Other stimuli 1,5, 13, ... ) would
start up individual s of this sector, but their action
could menifest itself only after stimulus # had been brought
into play. A third group of stimuli ( ¢/, ¢, ¢,. .. ) would
start up individual reflex chains., Their action was found to
be possible only after 4/ and B, had been put into action.

Then the following regularities were discovered. If thirst
was caused, the first conditional reflexes to become active were
those of the drinking cheins. And the firet of these condi-
tional reflexes {9 §o into action were t?ose 1gmediately con-
nected with uncondifional reinforcement (water), If any of
these conditional stimuli were present in the experimen alli
created environment the other conditiomal reflexes wauld no
become active. But if these stimuli were absent gther condi-
tional reflex reactions began to become active. If at least one
common stimulgs of two unlike reflex chains (the food and the
drink systems) was present the animal would begin to respond to
the conditional irritatore of the food reflex system. I a
common irritator of the food and the defence chains was present
a certain section of the defence reflex chain also became
active. If there were no signals common to the two unlike
reflex chains no conditional reflex reactions of those systems
were observed to become active.
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The above-described process of the comsecutive rise of
conditional reflex responses to a definite Eroup of stimuli
depended also, as was indicated above, on t ergiesence in the
environment of definite "starting” stimuli. is_caused the
phenomenon of subordination just described. Anﬁ definite
chain of reflexes could becobe active only if the corresponding
starting sigmals were present.

On the basis of modern data of neurology and cybernetics

the following hypothesis can be put forth to explain the facts

esented above. When thirst is caised the resulting excita=~

ion process begins to sgread over tystems of previously
developed conditional reflex ties. his lowers the excitement
threshold of the corresponding first elements. If, as the
excitation spreads, amother excitation caused by an externsal
conditional stimmlus arrives at the same nerve cells the two
excitations edd ug and result in the corresponding conditional
reflex movement. The necessary information is selected as a
result of these processese.

The union of unlike reflex chains (food and drink, and
defence, etc.) can be explained in a similar manmer. Ifa
common stimulus is present the excitation process may spread
from one reflex system to another, Synthesis of the new working
programme is explained by the following diagram:

a, 6 G b g 6, — €, (food)

0; 6 On b @ 6,0, —felimination of pain)
0/8 6;05' 3/‘/ 07 e 6‘3 ('ater)

It can be seen from this diagram that the algorithm of
union of the systems by the principle of a common stimulus
may result in the synthesis of & pew system of reflexes

a,6;ag by Go by Oy —= C; (water) serving for the
procurement of water and comsisting of various sections of
previously developed systems.

PThe brain work algcorithms connected with the utilization
of previously accumulated information which we have studied
provide for repid formation of new forms of behaviour.

Analysis of the principles of formation of conditional
reflex chains contributes to progress in the study of questions
of the physiology of a higher nervous activity in that it helps
to establish the structure of the elgorithms controlling the
co:glex behaviour of higher animals and offers an opporiunity of
finding ways of economically realizing controlling algorithms in
cybernetics systems.
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